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Abstract
This paper presents the Dial-Your-Disc (DYD) system, an interactive system that supports browsing through a large database of musical information and generates a spoken monologue once a musical composition has been selected. The paper focuses on the generation of spoken monologues and, more specifically, on the various ways in which the generation of an utterance at a given point in the monologue requires modeling of the linguistic context of the utterance.

Zusammenfassung

Résumé
Cet article présente le système DYD (Dial-Your-Disc/Choisissez votre disque), qui comprend entre autres la fonction de recherche dans une grande base de données, et celle de génération d’un monologue sous forme vocale, une fois que l’œuvre musicale a été sélectionnée. L’article présente en détail la génération des monologues, avec un accent particulier sur la nécessité de recourir au contexte linguistique de l’énoncé pour effectuer différemment la génération en fonction de la position courante dans le monologue.
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1 Introduction

Context modeling is becoming an increasingly important ingredient of linguistic theories and applications.

Probably, the area of linguistics in which the modeling of contextual information has been studied in most depth is that of language interpretation. For example, it has long been recognized that deictic words such as this and now depend for their interpretation on the context in which they are uttered (see, e.g., (Montague 1974, Kaplan 1979) for formal treatments). Likewise, the interpretation of personal pronouns has long been known to be dependent on the linguistic environment in which they appear. Moreover, it has become clear that similar kinds of dependence on linguistic context apply to many other classes of expressions.1 Inspired by this growing body of empirical work, dependence on linguistic context has become the cornerstone of the so-called dynamic theories of meaning (Kamp and Reyle 1993, Heim 1982, Barwise 1985, Groenendijk and Stokhof 1991). These theories characterize the meaning of a sentence as its potential to change one ‘information state’ into another, and it is this dynamic perspective on which current natural-language interpreting systems are beginning to be based. Thus, contextual interpretation, far from being viewed as an exception, is taking centerstage in the theatre of language interpretation.

The importance of context for language interpretation raises the question in how far context modeling is relevant for natural-language generation (NLG). Of course, the relevance of contextual information for generation follows from the relevance of this information for interpretation, since the discourse generated has to be interpreted by the user of the system. For example, when a pronoun or a deictic expression is generated, its linguistic context determines how it will be interpreted by the user. Consequently, it is hard to see how an NLG system can generate texts that make a correct use of pronouns, deictic expressions, etc., without modeling the kinds of context that their interpretation depends on.

But there is more. What has been said at a given point in the discourse, and the way in which it has been said, help to determine both what can be said afterwards and what is the best way to say it, as will be pointed out later in this paper. For example, it seems reasonable to require that each sentence in a discourse contributes novel information, or in other words, information that is not already present in the preceding sentences. Furthermore - and this is where the relevance of context for speech comes in - those parts of a sentence that are responsible for novel information are likely to be accented in speech. Thus, both content and form of any utterance are affected by linguistic context.

We will try to clarify some of the various ways in which linguistic context is relevant for the generation of spoken monologues and, more specifically, how the various kinds of contextual information are modeled in a system that generates spoken texts. First, we will outline the system that has been the vehicle for our work in discourse generation, namely the so-called Dial-Your-Disc (DYD) system (section 2). The next two sections outline the

---

1Examples include the contextual interpretation of full Noun Phrases (Sidner 1979, Carter 1987, van Deenter 1992); implicit arguments (Partee 1989, Condoravdi and Gawron 1996); tense (Hinrichs 1986); vagueness (Klein 1980); and presupposition projection (Heim 1992, van der Sandt 1992).
language-generation module (section 3) and the prosodic module (section 4), respectively. The penultimate section draws some conclusions (section 5) and the Appendix exemplifies the output of the DYP system (section 6). These monologues are presented in written form, but with annotations that mark the locations of accents.

2 The DYP system

Speech generation is now generally regarded as a technology with commercial possibilities (see, e.g., (Cole et al. 1995)). Possible applications include various ‘hands busy, eyes busy’ applications such as assistance in car navigation, as well as, for example, telephone-based information services. In the latter type of applications, speech is typically used for the presentation of information stored in the formal representations of a conventional database and that a user has somehow expressed interest in. The DYP system, developed at the Institute for Perception Research (IPO), is an example of a system of this kind. It produces spoken monologues derived from information stored in a database about compact discs with compositions written by W.A. Mozart. The database contains information about the compositions, the performers, and the recordings. In DYP, the need for spoken monologues arises after a user has expressed his or her interest in a particular kind of musical composition. The monologues produced are interleaved with musical fragments. A system of this kind could be used for teleshopping, but it could also be used for educational purposes or just for fun. In all of these cases operating the system should be easy and pleasurable. In particular, this implies that the monologues should be lively.

In the present version of the system, users can express their interests through an extremely simple, mutilated form of typewritten or spoken English, in which they can accumulate properties that they like to hear in a composition. For example,

User says sonata - The system selects the set of tracks that are part of a sonata
User says piano - The system selects tracks that are part of a sonata and contain a piano.
User says fast - The system selects tracks that are part of a sonata, contain a piano, and have tempo indication ‘allegro’ or ‘presto’. (See also Appendix.)

To discard old properties, the user can ask for a reset. When a property is added that is incompatible with the previous requests, the system will either drop one or more older properties, or explain that it has arrived at the empty selection. In any case, the system will produce a simple ‘feedback’ sentence to characterize the selection it has come up with. For example, I have selected 54 tracks with tempo allegro or presto.

Note that there is a clear distinction between ‘browsing’-oriented systems of this kind, on the one hand, and traditional question-answering systems, which give precise answers to precise questions, on the other. The exact way in which users can indicate their areas of interest will not be discussed in this paper, and the same is true for the (‘selection characterizing’) feedback that the system produces. Instead, the present paper focuses on the situation that

---

2In speech-recognition mode, DYP uses word-spotting to recognize key words, such as sonata, piano, fast, etc. The speech-recognition module makes use of the PHICOS recognizer generator developed at Philips Research Laboratories in Aachen (see, e.g., (Ney et al. 1994)).
arises after this feedback is given, when the system makes a random choice from among the tracks in the selection and provides more elaborate information on the track selected. Suppose the system focuses on the fourth part of a particular recording of Mozart's composition K309. A database representation of this recording could be:

KV 309
DATE 10/1777 - 11/1777
SORT piano sonata
NUMBER 7
PERFORMER Mitsuko Uchida
PLACE London
VOLUME 17
CD 2
TRACK 4

DYD can then generate many alternative descriptions of this database object, one of which is chosen. Examples of such descriptions can be found in the Appendix.

Since liveliness is such an important requirement of the DYD system, it is essential that a large variety of texts can be produced expressing a given piece of information. Presentations are generated on the basis of database information by making use of syntactic templates: structured sentences containing open slots for which expressions can be substituted. These templates indicate how the information provided by a database object can be expressed in natural language. The required variety is achieved by having many different templates for the same information and by having a flexible mechanism for combining the generated sentences into texts. Information that does not fit in the uniform database format is called gossip, and is represented by object-specific templates expressing this information.

One condition that a template must fulfill if it is to be used at a certain point of the monologue is that there is enough information in the database to fill its slots. However, there are other requirements and these have to do with the linguistic context of the template. Some of these concern one specific way in which the gaps in the template are filled, while others have to do with the template itself. An example of the first kind occurs when the appropriateness of a pronoun depends on whether the preceding sentence contains a suitable antecedent for it. An example of the latter kind occurs when it is required that a template deals with the same topic as the other sentences in the paragraph.

We have seen that the linguistic context of an utterance consists of all the utterances that precede it, up to and including the utterance itself. The preceding utterances can occur in the same monologue, or at an earlier phase of the interaction between system and user. Modeling the context of an utterance requires finding a level of representation that is both rich and explicit enough to allow a system of rules to exploit the information in it in such a way that contextually appropriate utterances can be generated. Thus, context modeling comprises (1) setting up a data structure and filling it with information, and (2) formulating rules that exploit this data structure. The data structure will be called the Context Model.

It might be thought that Context Models of the kind we require are already available,
given that the formal modeling of linguistic discourse has taken up so much of the work in linguistics of the last 15 years. It is true that the so-called Discourse Representation Structures (DRSS) of Discourse Representation Theory (DRT), for example, represent the contextual information that is relevant for the interpretation or generation of anaphoric (e.g., pronominal) material in a discourse (Kamp and Reyle 1993). But, these structures contain both less and more than what is required for generation. For example, as will become clear later, context models for generation have to contain, for a given sentence, a representation of its subject matter (its ‘topic’, see section 3.2), of the templates used in it, and of the degree of explicitness with which the sentence provides certain bits of information. Conversely, conventional DRSS (e.g., (Kamp and Reyle 1993)) contain plenty of semantic information that is not immediately relevant for current (i.e., generative) purposes. For these reasons, DVD has not implemented DRT or any other existing theory of linguistic context. Instead, we have created a data structure containing all and only the information that is needed for the purposes of generation. Four data structures are distinguished containing four different kinds of information extracted from all preceding dialogues and monologues, which are respectively called Knowledge state, Topic state, Context state, and Dialogue state. These structures will be motivated and discussed in the following section.

Figure 1 shows an overview of the architecture of the DVD system. The module called Generation generates syntax trees on the basis of the database and a collection of templates, and it maintains the context model. Prosody uses the Context Model to transform a syntax tree into a sequence of annotated words, where the annotations specify accents and pauses. Speech transforms a sequence of annotated words into a speech signal.

![Diagram](https://example.com/diagram.png)

**Figure 1:** System Architecture: Generation generates syntax trees on the basis of the database and a collection of templates, and it maintains the Context Model. Prosody operates on syntax trees and the Context Model to produce a sequence of annotated words.

Most of the DVD software is written in the programming languages C and C++, but the language generator is written in a Philips-internal high level programming language called Elegant, which compiles into C (Augusteijn 1990). The application runs on a SUN SPARC-10 and makes use of a software-controllable CD jukebox to select and play music fragments. Text generation in the DVD system is usually instantaneous, and speech output is continuous. We believe that scaling up the system will be possible without any real efficiency problems.
3 Context in discourse generation

In this section we will describe how coherent monologues are generated in DYD.

Every system that generates texts has to contain rules to constrain the ways in which well-formed sentences can be combined into well-formed texts. Such systems may, for example, use a discourse grammar to specify, in the fashion of a sentence grammar, which successions of sentences are well-formed. (One example of a grammar of this kind is Rhetorical Structure Theory, (Mann 1987).) Alternatively, or in combination with a grammar, NLG systems often use a planning module, to guide the choice of referring expressions, the aggregation of information, and so on. DYD, by contrast, does not make use of a discourse grammar, nor does it contain a separate planning module. Instead, it uses (if we disregard, for this moment, a number of conditions that prevent the generation from sentences that deal with the wrong subject matter, cf. sections 3.2. and 3.3) a generate-and-test strategy in which the testing part contains elements of both discourse grammar and planning. For example, if, at a given point of the discourse, a sentence is generated that contains an uninterpretable pronoun, then this would-be continuation of the discourse is refuted, and another sentence is attempted. This global set-up was chosen because it guarantees a highly varied output: Even initial versions of the system contained a great variety of sentence and discourse structures. Of course, some of the structures generated are flawed, but the errors point the way to new conditions (i.e., stricter tests), and this has proved to be an important heuristic advantage of the ‘generate-and-test’ method.

Section 3.1 introduces syntactic templates and describes how the basic ingredients of monologues, i.e. individual sentences, can be generated from templates in the DYD system. Section 3.2 describes how templates ‘string together’, so to speak, to form coherent monologues. Section 3.3 describes the role of the Context Model in determining whether the conditions that a template must satisfy in order to be applicable hold. Section 3.4 specifies the role of the Context Model with regard to the discourse-syntactic and -semantic conditions which candidate sentences generated from a template must satisfy. Before we go on, however, we will first give a brief overview of the four submodels adopted in the actual implementation. The four submodels are: the Knowledge state, the Topic state, the Context state, and the Dialogue state. The Knowledge state keeps track of what information has been conveyed, and when. The Topic state keeps track of which topics have already been dealt with and which are still to be dealt with. The Context state (one part of the Context Model) keeps track of (i) the objects introduced in the text and their location, and (ii) the linguistic means used in the preceding text. Finally, the Dialogue state keeps track of which recordings were selected before, what the current recording is, and what kind of monologue should be generated. All of this will be discussed in more detail below.

For ease of reference we have put these submodels in table 1. The table makes an effort to cluster elements of the Context Model that belong together, but a certain arbitrariness is unavoidable. Not all elements occurring in the table will be clear at this point, but their role will be made clear in the rest of the text.
<table>
<thead>
<tr>
<th>Submodel</th>
<th>Contains</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge state</td>
<td>what, when, how told</td>
</tr>
<tr>
<td>Topic state</td>
<td>todotopics, donetopics, attemptedtopics, current topic</td>
</tr>
<tr>
<td>Context state</td>
<td>D-model, templates/words used, recently used concepts, location, alwaysgiven</td>
</tr>
<tr>
<td>Dialogue state</td>
<td>recording (part) selected; history of previous selections, whattotell</td>
</tr>
</tbody>
</table>

Table 1: Parts of the Context Model and the information they contain.

3.1 Syntactic Templates

The basic ingredients for discourses are sentences. So there must be a mechanism to generate sentences. Sentences are generated from *syntactic templates*, i.e., syntactic trees containing variable parts. The variable parts of a template can be filled in by other syntactic trees, which themselves are recursively generated from syntactic templates, and ultimately from syntactic templates without variable parts. A simplified example template is given in figure 2. The system currently contains approximately 30 templates for full sentences and approximately 60 templates for filling variable parts. In many cases, the latter contain variable parts themselves as well.

Of course, sentence generation by means of surface syntactic templates has its limitations. However, surface syntactic templates could be replaced by more abstract syntactic representations (e.g. syntactic derivation trees (cf. (Rosetta 1994)) or even semantic representations. A sentence generator of the kind used in ROSETTA (Rosetta 1994) or in PENMAN (Penman Natural Language Group 1989) would then have to be used to generate the actual surface strings. We emphasize that syntactic templates differ from what are called ‘templates’ in certain other approaches to natural-language generation (see e.g. (Uszkoreit (ed.) 1996)) in that syntactic templates are usually restricted to a single sentence, and are associated with a syntactic structure; they thus differ from templates which fix a larger piece of text and allow variability only sparsely, and from *schemas* (McKeown 1985), which are more abstract descriptions of the structure of a paragraph.

In the template of figure 2 a simplified syntactic structure is represented, and some variable parts are indicated. For convenience, we will not specify the syntactic structure of a template any further. Variable parts in a template will be represented between angled brackets. If we also have templates of the form $K. <number>$, $Mozart, in <month>$ and expressions for dates and numbers, it is possible to generate a sentence such as $K. 32$ was written by $Mozart$ in $March$ 1772. In this way it is possible to generate individual sentences. We will introduce further properties of templates relevant for generating coherent discourses below, where appropriate.

---

3Each composition by Mozart has been assigned a unique number, called its *Köchel-Verzeichnis*, abbreviated in English to $K.$ plus a number.
Figure 2: Template for a sentence such as "K. 32 was written by Mozart in March 1772". *Composition*, *composer*, *date* are the variables of the template. *Was/were* indicates that a choice must be made, depending on the subject. The labels *vp*, *v0* and *pp* stand for *verb phrase*, *verb* and *prepositional phrase*, resp. It is assumed that sentences (*ip*) are headed by an abstract *inflection* node (*i0*), which can contain auxiliary verbs and shows the normal projections in accordance with X-bar Theory, projecting $i = ib$ and $i = ip$.

### 3.2 Generating discourses

Granted that sentences are available, how are coherent monologues generated? First, it has to be determined how the relevant information is to be presented. Various options are open to the user, from long monologues to no monologues (music only) and several intermediate options. These options correspond to different fillings of a variable called *WHATTOTELL* of the Dialogue state. This variable contains the entities, relations and attributes of the database which must be conveyed by the monologue generated. Second, it has to be determined about which composition or recording information is to be presented. This is represented by a specification of the selected recording and the selected recording part in variables of the Dialogue state called *COMP* and *PART*, respectively. Once this has been done, the language generation module is in a position to start generating the monologue.

An important characteristic of the language generation module in DYD is that the order of sentences and paragraphs is left free: it is not predetermined in the form of a grammar or schema or in any other manner. One could say that there is no explicit text grammar. (See (Odijk 1995a) for a description of this generation method from a different point of view.) Instead, each template, so to speak, 'checks' at any moment whether it is applicable, so that it can generate a sentence and have that sentence form part of the text generated. Whether a template 'succeeds' in doing so, depends on a number of properties associated with it, and on the current context.

Imagine that the language-generation module is somewhere in the middle of the process of generating a coherent text: Some sentences have been generated before, and some will be generated afterwards. At the same time, a partial context has been constructed and can be accessed in generating the current sentence.
In order to guarantee that the information conveyed is presented in natural groupings, a set of possible topics has been defined. Examples of such topics are tells-about-composition, tells-about-recording, tells-about-performers, etc.; their intended meaning is presumably clear from their names. The first thing the language module does is the following. It copies the value of the set of possible topics to a variable of the Topic state called TODOTOPICS. Next, it selects and removes an arbitrary topic from this set and makes it the CURRENTTOPIC. In addition, the Context state variables ATTEMPTEDTOPICS and DONETOPICS are initialized to the empty set.

Each template continuously ‘checks’ whether it can be applied, so that it can generate a sentence which fits in with the current context. What happens if not a single template can generate a sentence in the current context? There are two possible situations. Either not a single template was able to generate a sentence for the current topic earlier, or some templates were able to do so earlier but have changed the context in such a manner that no further templates are applicable. In the first case the current topic is added to the variable ATTEMPTEDTOPICS, a new current topic is selected and removed from the variable TODOTOPICS, and each template attempts to generate sentences again in the now updated context. In this situation the system has attempted to tell about the relevant topic ‘too early’, and it will try again later. In the second case the system has already conveyed the information concerning this topic and should start to convey information concerning a new topic. Therefore, a paragraph boundary is appended to the current monologue, and the Topic state is updated: the current topic is added to the variable DONETOPICS, the set ATTEMPTEDTOPICS is added to the TODOTOPICS, a new CURRENTTOPIC is selected and removed from the latter set, and each template starts checking again whether it can be applied in the now modified Topic state. Thus each paragraph of the monologue generated is associated with one topic, and the information is presented in a natural grouping. Information which logically belongs together is presented together and not scattered throughout the text. The process described continues until the set TODOTOPICS is empty, after which the generation system stops.

What conditions must be satisfied for a template to be applicable and able to get a sentence generated from it incorporated into the monologue? There are two types of conditions. A first set of conditions determines whether the template can be used at all in the current context. We will formulate these requirements in section 3.3.

A second set of requirements has to do with the sentences generated by the template. Each template generates a set of candidate sentences. If the template is to lead to a sentence appropriate in the given context, at least one of these candidate sentences must satisfy conditions with regard to (1) sentence-internal syntactic and semantic conditions on the use of referential and quantificational expressions, and (2) formal discourse-syntactic and discourse-semantic conditions on the proper use of referential and quantificational expressions. In evaluating the sentence-internal conditions context plays no role, so that we will leave these conditions undiscussed here. The discourse-syntactic and -semantic conditions, however, make essential use of a special part of the Context state and will be discussed in section 3.4.
3.3 When is a template applicable?

The conditions described in this section apply to the template and are checked before a single sentence is generated on the basis of the template.

The first requirement that a template must satisfy to be applicable is that it express the appropriate information, i.e. information which is contained in the Dialogue state variable WHATTOTELL, which gets its value when the user expresses, during the dialogue, how elaborate he or she likes the monologues to be. To get a grip on what information a sentences expresses, none of the usual formal semantic representations are used. Instead, each template is simply associated with a variable called TELLSABOUT which specifies which entities and attributes from the database the template expresses.\(^4\) The relevant condition can be formulated simply as TELLSABOUT \(\subseteq\) WHATTOTELL. This condition is essential to give the user control over what information the system will convey.

The second requirement that a template must satisfy in order to be applicable is that the information which it presents as ‘new’ information\(^5\) has not been conveyed earlier in the text. This is to make sure that the system does not keep on repeating the same information over and over again. However, it is not possible to say that information which has been presented previously by the system should not be conveyed again. In fact, without this possibility it is not possible to obtain a coherent text at all. To appreciate, at an intuitive level, what is meant by presenting information as ‘new’ information, compare the following two examples:

(1)  
\begin{itemize}
  \item a The following composition is K. 32, Galimathias Musicum
  \item b Mozart wrote this composition when he was only ten years old
  \item c When Mozart was only ten years old, he wrote this composition
\end{itemize}

The discourse consisting of sentence (1a) followed by sentence (1b) is perfectly coherent and natural. That consisting of sentence (1a) followed by (1c), however, is not. But sentences (1b) and (1c) convey the same information, so the difference between the two discourses must be caused by some other factor. In the (b) sentence the information about the age at which Mozart wrote the relevant composition is presented as ‘new’ information. In sentence (c), however, the fact that Mozart wrote this composition is presented as ‘new’ information, but this is not appropriate in the current context. This difference is explicitly represented in the templates for (b) and (c).

To enable the requirement described above to be satisfied, various mechanisms have been added to the Context Model. One of the mechanisms which plays a role here will be discussed in section 3.4. A second mechanism, the Knowledge state, records for each attribute, relation and entity from the database (1) whether it has already or not yet been conveyed, (2) when it was conveyed, and (3) how it was conveyed.

The specification of whether some piece of information has already been conveyed is essential

\(^4\)Given an interpretation of what these entities and attributes are, the information in WHATTOTELL, together with information about the referents of the fillers of the gaps in the template (see section 3.4), the truth conditions of a sentence generated on the basis of the template are, of course, easily determined.

\(^5\)‘New’ has been put between quotes since this notion is only to be made precise in section 4.
to guarantee that the system will not keep repeating the information and, if it is repeated, to guarantee that it is not presented as ‘new’ information.

The specification of when some piece of information has been conveyed is measured in our application in terms of a quadruple <presentation, text, paragraph, sentence>, indicating in which sentence of which paragraph of which text of which presentation the relevant information was conveyed. Below we will see that even the position within the sentence is recorded since this can be important in certain cases. For the moment, however, it is especially important that the Knowledge state records in which presentation a certain piece of information has been conveyed. This is important because the user can browse freely and end up selecting the same recording part, or a different part of the same recording as in one of the preceding presentations. The system takes this into account by keeping track of which recordings and which information about them have been presented, and when this has happened. The monologue adapts itself in various different ways to the state of the context. We will give some examples. If the recording selected was selected very recently before, the monologue will point this out, and not repeat all the information. If the recording selected was selected earlier, but not so recently, the monologue will point out that the recording was selected earlier and give a short summary of the major properties of the recording. It is useful to keep track of previous selections and the information conveyed about them in the Context Model even if the current selection was not selected earlier. In this situation the system can compare the current selection with the previous selections and the monologue can point out significant differences and/or similarities between the current selection and the previous ones.

The specification of how a particular piece of information has been conveyed distinguishes two cases: the information was presented explicitly or implicitly. To illustrate what is meant by this distinction we can cite the example of expressing dates. If the date of a certain event is known exactly (e.g. 10/8/1767), it can be expressed explicitly, for example with the expression the tenth of August 1767. But there are still other ways of expressing it more implicitly. Two subcases can be distinguished here. First, a date can be stated very precisely, but in such a way that its exact extension can be determined only if the user has sufficient relevant knowledge, e.g. by an expression such as when Mozart was only twelve years old or (for another date) two days before his 35th birthday, etc. The information about Mozart’s age is not directly represented in the database, but must be computed on the basis of his birth date and the date to be expressed, which are available in the database. Second, the date can be expressed in a less precise manner, e.g. in the early seventies for 6/4/1972, etc. In the current application it is often preferable to express dates and other detailed information either in incomplete detail or indirectly. The language-generation module can generate such expressions, and, since the database contains a list of templates conveying events from Mozart’s biography, it can also relate concrete dates to such templates and express an event from Mozart’s biography, e.g. when the Mozart family visited the Netherlands instead. In all these examples the relevant date is given only implicitly and this fact should be recorded in the Knowledge state: if this is recorded, it is possible to present the exact date as ‘new’ information if the user happens to be interested in it, or if this is necessary in order to make appropriate comparisons with recordings presented later. The context must therefore be extended by adding the history of recordings presented, and a specification of what inform-
ation has been conveyed, when it has been conveyed, and how it has been conveyed.

We now turn to the third requirement that a template must satisfy, which concerns topics. Each template is associated with one or more topics. The CURRENTTOPIC from the Topic state must be one of the topics associated with the template, otherwise the template cannot be used in the current context. This is a necessary ingredient of the system since it guarantees that information which logically belongs together is presented together and not scattered throughout the text.

The fourth requirement a template has to satisfy is that it is stylistically appropriate. This aspect has not yet been fully implemented in the system. What we mean by it is that it should be ensured that the same construction or the same words are not used too often too close together. If a template satisfies all other requirements mentioned above but has been used very recently or contains lexical items which have been used very recently, the system should not use this template if there are alternative templates which can be used to express the same information. We do not have any experience with such a mechanism and many questions are still open (e.g. when are two templates ‘too close together’, what does ‘too often’ mean), but such a mechanism is necessary in some form and it requires that the Context state keeps track of which templates and lexical items have been used before and when they have been used.

In this section we have discussed four conditions that templates must satisfy to be applicable:

1. The template must present the information to be conveyed,
2. Only new information must be presented as new information,
3. The template must express the right topic, and
4. The template must be stylistically appropriate.

In the next section we will discuss various conditions which the sentences generated from templates must meet.

3.4 Discourse-syntactic and -semantic conditions on sentences

If a template satisfies all the requirements described above, it can be used in the current context to generate sentences. If more than one template satisfies all the requirements described above, one is arbitrarily selected. In the DvD system the selected template first generates a set of candidate sentences. These candidate sentences are alternative ways of expressing the same information but their appropriateness depends on whether the referential and quantificational expressions used in the candidate sentence are compatible with the current Context state. The information in the context that is particularly relevant here has been represented in a separate part of the Context state and is called the D-model (for discourse model). Special conditions have been formulated which check whether a candidate sentence can be used given the current state of the D-model. If more than one candidate sentence satisfies all the conditions, one is chosen randomly to be actually used in the monologue being generated.

We will first give an illustration of some of the conditions we have in mind, and then we
will describe in more detail how a D-model is constructed and what kind of information the D-model contains.

Many entities in the DYG domain (e.g., persons, compositions) are associated with a proper name, and they can be referred to by using this proper name. It is inappropriate to use two different proper names when referring to the same object, unless it can be presupposed that these two different names are known to refer to the same object. This can be illustrated with the following example. In the (mini-)discourse (2a) one may get the impression that *Eine Kleine Nachtmusik* and K. 525 refer to two different objects. The discourse (2b), however, sounds completely natural.

(2) a  ?You are now going to listen to K. 525. Eine kleine Nachtmusik is a sonata.

   b  You are now going to listen to K. 525. This composition, which is also known as ‘Eine kleine Nachtmusik’, is a sonata.

In example (2b), the phrase *Eine kleine Nachtmusik* either does not refer at all, since it is used predicatively, or it refers to the title of K. 525, not to the composition K. 525. Therefore, this example does not violate the condition mentioned above.

Use of the same proper name over and over again can be avoided in various ways, e.g. by using pronouns such as *he, it, they* instead. But pronouns are also subject to various conditions relating to the context. For instance, they must have an antecedent in the current sentence or in the preceding discourse and the antecedent must not be ‘too far away’. In the following example, discourse (3a) is ill-formed, since the pronoun does not have an antecedent in the preceding discourse. Discourse (3b), however, is perfect. Both the proper name and the pronoun are used appropriately:

(3) a  *You are now going to listen to it. Eine Kleine Nachtmusik is a sonata.*

   b  You are now going to listen to Eine Kleine nachtmusik. It is a sonata.

Various other expressions can be used to fill the gap in a template, each appropriate under specific conditions and imposing its own requirements on the context. Apart from proper names and pronouns, there are definite descriptions (basically, but somewhat simplified, NPs introduced by the definite article *the*, e.g., *the sonata, the composer*), demonstrative descriptions (NPs introduced by *this, these, that, those*, e.g. *this composition*), indefinite descriptions (NPs introduced by the article *a*, e.g., *a sonata*), quantificational expressions, e.g. universally quantifying expressions (e.g. *each part, all compositions*), and probably many others. Universally quantifying expressions can arise through *aggregation*. Consider the following example. Certain recordings consist of a large number of parts (e.g. 12) which are all of the same kind (e.g., they are all German dances). It would be very unnatural if the monologue were to describe this by stating the kind for each individual part separately: *the first part is a German dance. The second part is (also) a german dance....The twelfth part is also a German dance*. Instead, it would be much more natural to say: *Each part is a German dance*. But the universally quantifying expression *each part* occurs in this sentence, and there are special discourse conditions applying to universally quantifying expressions.

As was explained in the Introduction, our starting point for the D-models were the discourse
representation structures (DRSS) from Kamp’s Discourse Representation Theory (DRT), but there are many differences between D-models in the DYD system and DRSS. For example, discourse-syntactic aspects play hardly any role in DRSS. A well-known example of a discourse-syntactic phenomenon relates to grammatical gender, which exerts its influence across sentences and cannot be reduced to existing semantic categories. (Odijk 1995b) argues that many other purely syntactic properties can also exert their influence across sentential boundaries, e.g. whether a sentence is headed by an infinitive, a participle or a finite verb, whether an infinitive is accompanied by to or not, whether a sentence is introduced by an overt complementizer or not, etc. For this reason, the D-model consists of both a syntactic part and of a semantic part. The syntactic part contains the syntactic information of expressions which is relevant for discourse syntactic conditions.

In addition, there was no need in the specific application to compute a full semantic representation, as is done in DRSS. The D-model therefore does not contain a full semantic representation of the preceding discourse but only a semantic representation of certain parts of it, and only to the extent that these are necessary to enable the system to deal adequately with the various referential and quantificational expressions.

Furthermore, the way DRSS are constructed is extremely complex. Here is an example: in a sentence such as (4a), first a part of the main clause must be processed (the part containing K. 32), then the subordinate clause, and finally the rest of the main clause. In (4b), however, a different part of the main clause must be processed first (a part containing Mozart), then the subordinate clause, and then the remaining part of the main clause. It is also easy to construct different sentences which must be processed in still other orders.

(4) a  Since Mozart wrote it at a very early age, K. 32 made him instantly famous all over Europe

b  Since he wrote K. 32 at a very early age, it made Mozart instantly famous all over Europe

The only way to do so is to make the procedure highly non-deterministic. Incorrect paths will be eliminated automatically. Non-determinacy is no problem from a purely theoretical point of view, but in a practical application more efficient deterministic procedures would be preferable wherever possible. Finally, allowing such nondeterminism does not work for certain definite descriptions without additional constraints (see (Odijk 1996)).

Another reason why the construction of DRSS is so complex is that DRT also attempts to account for various sentence-internal syntactic conditions on the use of various expressions in the algorithm for constructing DRSS. In DYD, we kept these sentence-internal conditions separated, and implemented a (currently simplified) version of the Binding Theory (see (Chomsky 1981), (Chomsky 1986) and, for a variant in the HPSG framework, (Pollard and Sag 1994)), which applies before the construction of the D-model. We think that a combination of Binding Theory (for sentence-internal syntactic conditions) with discourse conditions on referential expressions is to be preferred to an approach where both are dealt with by a single mechanism. (See also (Asher and Wada 1988) for some relevant discussion.)

D-models are constructed in a completely deterministic manner. The order in which the
various elements are added to the D-model is fixed in a particular way but can be chosen arbitrarily. This is possible because the relevant conditions are checked only after the current D-model is extended to include the relevant information from the current sentence, i.e., a candidate D-model is constructed first, after which well-formedness conditions applying to D-models check whether the D-model is well-formed. If not, the corresponding sentence cannot be used in the current context and a different candidate sentence must be checked for its appropriateness in the current context. This does require the type of the phrase (definite description, pronoun, proper name, etc. See the list above) to be encoded in the D-model.

The D-model contains syntactic information for each referential or quantificational expression such as grammatical gender, grammatical person, grammatical number, the type of the phrase, and the position of the phrase in the sentence. Also, the position of the sentence in which the relevant expression occurs is stored with each phrase. This position is obtained from a Context state variable LOCATION, which keeps track of which sentence of which paragraph of which text of which presentation the system is in.

The D-model also contains semantic information for each phrase to the extent that this is necessary in order to guarantee the proper use of referring and quantificational expressions. Examples of semantic information are the natural gender of a phrase, a semantic representation of a phrase (especially necessary for definite and demonstrative expressions), and a semantic sorting of a phrase. The latter is required since there are restrictions applying to anaphoric expressions and their antecedents which can be formulated in terms of ‘degree of specificity’. The degree of specificity of an expression is determined by the place of its associated sort in a sort hierarchy.

Various conditions as to the proper use of the various types of expressions can now be formulated as well-formedness conditions on D-models. One such condition states that a pronoun requires an antecedent which must occur in the same sentence or in the immediately preceding sentence (Pinkal 1986:370). This condition can be expressed by making use of the information in the D-model about the positions of the sentences in which a candidate antecedent and the pronoun occur. Initial versions of conditions of this kind have been formulated in the current system. Future versions are foreseen to profit from some insights stemming from Centering Theory (e.g. (Grosz et al. 1995)).

4 Context in the generation of prosodic structure

In practical applications involving the generation of spoken language, the quality of the speech output can be an important variable determining the success of the product, and this quality, in turn, depends in large part on the ‘melodic’ (i.e., nonsegmental) properties.

---

6 Adding centering rules to DTD seems feasible. For example, the ‘backward-looking center’ (Cb) of a sentence (i.e., roughly, its main anaphoric element) can be determined apart from context (e.g., by identifying it with the grammatical subject of the sentence (Gordon et al. 1993)). Consequently, the Cb can easily be encoded in the templates. A similar observation holds for the ‘forward-looking centers’ (Cf) of a sentence (i.e., the entities that are made available for further reference by the sentence), which can be simply read off the D-model. Presumably, the ranking (i.e., the prominence order) of the different elements of the Cf can be determined on the basis of the surface order of the words, plus the syntactic information in the template.
of the speech produced. For example, if the pitch height of an utterance is constant or declines only gradually, then the utterance is perceived as monotonous, boring, and difficult to understand. Of course, if large speech fragments are stored in their entirety, the problem of melodic quality can be finessed, but this is impossible in any system that requires spoken output of great variety, as is the case with the dyd system. But, generating speech with high melodic quality is still very difficult, no matter whether the utterances are generated from type-written text (as in ‘text-to-speech’ systems) or from semantic representations of some sort (as in ‘concept-to-speech’ systems). The key to this problem lies in determining the abstract, ‘prosodic’ structure of the utterances generated, which determines the linguistically relevant aspects of phrasing and accenting, abstracting away from details of acoustic realization. Commercially available speech-synthesis systems such as dectalk cannot confer good prosodic structure on unannotated strings of words because of the problems involved in parsing and understanding such strings. On the other hand, these systems do typically allow strings to be annotated with indications for accents, prosodic boundaries (e.g., pauses), and the like. In other words, the generation of synthetic speech of high prosodic quality requires the texts generated to be enriched with linguistic information of the kind necessary to derive the required annotations. Such ‘embedding’ systems are now beginning to emerge and dyd is an example of this trend.\(^7\) The present discussion focuses on accenting, since this is the aspect of prosody in which context plays by far the most prominent role.

It is probably fair to say that most speech-generation systems count on generating a plethora of accents. Speaking very roughly, they accent all content words except those whose roots are identical to the root of a word that has recently occurred (Hirschberg 1990). It is important to note, in the setting of the present paper, that even this simple approach makes a very essential use of the linguistic context of a word, modeled as a list of word roots. Not only is this strategy easy to implement but it also reflects a degree of experimental wisdom. For example, Terken and Nootboom found that additional accents will seldom cause an utterance to become unacceptable (Terken and Nootboom 1987). In other words, the lack of an accent carries more information than the presence of one, so generating a multitude of accents minimizes the risk of outright errors. On the other hand, this ‘overkill’ strategy is also thought to lead to monotonic speech (e.g., (Hirschberg 1990)). Moreover, an unmotivated accent can change meaning. For example, in

(5) a The composer of this piece was a creative person.
   b ‘Haydn was very old though.

(6) a The composer of this piece was a creative person.
   b ‘Haydn was very old though.

adding an accent to *Haydn* also changes the (b) utterance from one about the composer of this piece to one about some other individual.\(^8\) For these two reasons, we have opted for a

---

\(^7\)Another example is the Synphonics system which is currently being developed at Hamburg University. Like dyd, Symphonics seeks to avoid the generation of unnecessary accents (see below), but Synphonics does not employ a deaccenting mechanism of the kind used in dyd (Abb \textit{et al}. 1996).

\(^8\)In example sentences, a \(+/-\) marking preceding a word denotes the presence/absence of an accent on that word. The absence of a \(+/-\) mark on a word leaves it unspecified whether the word is accented or not.
strategy that differs sharply from the one just sketched. What we do is try to generate all
and only those accents that are necessary, given the context and the intended interpretation
of the utterance. The approach adopted to attain this goal starts from the proposals in (van
Deemter 1994b), which, in turn, are an extension of the proposals in (Dirksen 1992).

What we will try to do in the present section is to sketch the just-indicated approach to
accenting and show that the approach to language generation described in section 3 lends
itself very well to the implementation of the proposals of (van Deemter 1994b) (see section
4.1). In particular, the Context Model that proved to be so central for the generation for
coherent monologues will also prove to be central to the attribution of accents. The resulting
system combines properties of concept-to-speech generation and phonetics-to-speech gener-
ation. On the one hand, the generation module always has a semantic representation of the
facts expressed by a certain sentence. This resembles the situation in a concept-to-speech
system and it allows generation to take semantic factors into account. On the other hand,
each sentence is generated from a syntactic template, and this template may be enriched with
several prosodic markers. This is similar to the situation in a phonetics-to-speech system,
and it allows certain accents as well as phrase boundaries to be coded by hand. Moreover, the
templates can be designed so as to contain whatever syntactic information may be needed
by the prosodic module. For these reasons the dyd project and its approach to generation
make dyd a suitable carrier for the implementation and testing of prosodic theories.

The following section will outline a theory of accenting and subsequent sections will show
how this theory has been implemented in the dyd system.

4.1 A simple model of accenting

The problem of accenting as viewed in the dyd project is to make sure that accents are
located 'at the right places' in the monologues generated and that they are acoustically
realized in appropriate ways. Following the IPO school of intonation ('t Hart et al. 1990),
we have assumed that the problem of accent realization belongs to the domain of the Speech
module. The Prosody module makes no distinction between different kinds of accents (as is
done, for example, in the Pierrehumbert school of intonation (Pierrehumbert and Hirschberg
1990)) and tells the Speech module where the accents are to be located rather than how they
are to be realized in sound. The issue of how accents are realized is very briefly discussed in
section 4.2. The rest of this section deals with the problem of accent location.

The 'right places' at which accents should be located are understood to be those in which
accents would appear if the monologues occurred spontaneously. Note, however, that this
could make accent location an incompletely defined problem since it has often been claimed
that a monologue can typically be accented in more than one way (Terken and Nooteboom
1987). There are two ways of looking at this situation. One is to go along with the received
view and introduce an element of nondeterminism. Our own perspective is a different one, in
which we try to minimize nondeterminism. Thus, our working assumption will be that there
must always be a reason why accents occur (or do not occur), and that a speech synthesis
system improves as it gets a better grip on more and more of these 'reasons'.
The first step towards eliminating nondeterminism is to add meaning as a parameter and to require accents to be located at 'the right places' given the intended meaning of the monologue. Thus, both (5)(b) and (6)(b) are acceptable, but if Haydn and The composer of this piece are intended to be different individuals, then only (5)(b) is correct. What this means is that the context modeling required for accenting can no longer be a mere list of words and that it must contain information about the things these words refer to, i.e. with their semantics.

However, it seems unlikely that this move alone can eliminate all nondeterminism. Assume, for example, that Haydn and The composer of this piece designate the same person (i.e., they corefer), while Haydn is also contrasted with some other person, namely Mozart:

(7)  
a. The composer of this piece was a creative person.
    b. +Haydn was very old, but +Mozart was not.

(Note that this makes (7) ambiguous between a situation in which Haydn and the composer of this piece are the same person and one in which they are not.) This example shows that other factors than just novelty of information must be taken into account as accent triggers. Generalizing this idea, we arrive at a model of accenting in which various factors (novelty of information, contrast, etc.) can 'write' a marking on a 'blackboard' that will cause an accent to show up somewhere in the text. (The precise location of each accent is determined by considerations which will be discussed below.) In accordance with this hypothesis, DVD does not produce any accents other than those necessitated by one of the factors that write on the blackboard.

The remainder of this section will be devoted to an explanation of the notions of givenness and novelty of information, since it is vital to define rigorously what these amount to. A brief discussion of how other accent-triggering factors, such as contrast, are treated, will be postponed until section 4.2.

A proposal for definitions of givenness and newness was put forward in (van Deemter 1994b). The key concept in this proposal is that of identity anaphora, which stems from (van Deemter 1992). The idea is the following. Much of what is said in a discourse can be interpreted in two ways, namely as true of the entire domain of discourse or as true of some contextually determined subdomain. This is also true for the information contained in a noun phrase. For example, consider

(8)  
a. The children were upstairs.
    b. The girls were having fun.

Here the descriptive information contained in the noun phrase The girls (which says, of a certain set, that it contains all the girls that exist in a certain domain) may be true relative to the entire domain of discourse, but it may also be true relative to the domain that consists of just the earlier-mentioned children. In the latter case, it says that the set contains all the girls who are also elements of this set of children, and the predicate were having fun in (8) asserts that all of these (i.e., the elements of Girls \( \cap \) Children) were having fun.
With regard to this second, contextual interpretation, two possibilities are distinguished: either all the children happen to be girls or some of them are boys. In the first case, we speak of identity anaphora, since the noun phrase the girls refers to an already familiar set of individuals. In the second case, where a subset of the set of children is carved out, we speak of subsectional anaphora. Both types of anaphora can be applied to a wide range of expressions, including both definite (pronominal or other) and indefinite noun phrases. It was hypothesized that the same ideas apply to VPs and other major phrases but this was not worked out in detail.

Later work has proposed to make use of this idea for the prediction of accents in discourse (van Deemter 1994b). The proposal boils down to the following:
**Informational givenness of NPs.** If an NP can be construed as standing in a relation of identity anaphora to another NP, then it constitutes given information. If not, it constitutes new information.

One NP ‘can be construed as’ standing in a relation of identity anaphora to another if analyzing it as identity-anaphoric to this particular antecedent leads to the intended interpretation. If an NP can be construed as having identity anaphora to another NP, it will be called ‘object-given’. NPs that constitute new information have to be accented, while NPs constituting given information may or may not be accented. To illustrate this let us assume that (9) is the first sentence of a text, so that initially everything is new information.

(9) a  +Haydn was a funny character.
    b  −Haydn was really creative though.

Observe that, on a traditional analysis, (9) does not contain any anaphors. Yet, the rule implies that the second occurrence of *Haydn* must be deaccented, since it can be construed as an identity anaphor. Analyzing it as an identity anaphor means that the (second) NP *Haydn* picks out all those individuals in the singleton \{Haydn\} that are identical to the intended referent of the second occurrence of *Haydn*, which is another way of saying that the two occurrences of *Haydn* corefer. If the two do not corefer, the theory predicts that both occurrences are accented. Similarly, the theory predicts that pronouns are never accented for ‘novelty of information’ reasons, except when the descriptive information in the pronoun is used to act as a subsectional anaphor.\(^9\) For specifics and formal mechanism the reader is referred to (van Deemter 1992) and (van Deemter 1994b). In section 4.2 we shall see that the theory just outlined was simplified considerably in the implementation of DVY.

For now, let us assume that it is known of each major phrase whether it must be accented or not. If a constituent is accented, Focus-Accent theory offers rules that determine what word in the constituent the accent must ‘trickle down to’. For example, if the phrase *the author of a sonata* is used to introduce a new individual into the discourse, it needs to be accented. Focus-Accent theory predicts that, normally, the accent will land on *sonata*. However, there can be several reasons why accent is prevented from going to that part of the syntax tree, and these are covered by the so-called Default Accent Rule (Ladd 1980). In (van Deemter 1994b) it was proposed that deaccenting of a word can take place for several reasons. One reason is that the word is part of an NP that has identity anaphora to some other NP, as in (10), where it is assumed that *this sonata refers to this piece of music:*

(10) Look at this piece of music. [The +composer of [this ¬sonata]] must have been a funny guy!

Let us assume that the subject of the second sentence designates an individual who has not been mentioned in the monologue so far, and therefore contains new information. Since *this sonata* is identity anaphoric to some already established discourse entity, the Default Accent

---

\(^9\)For example, some speakers find the following sequence of sentences acceptable, but only if *She* is accented: *The married couple came out of the City Hall. *She looked gorgeous.*
Rule will move the accent to \textit{composer}. Note that this happens even if the word \textit{sonata} itself has not been mentioned before. The second reason for deaccenting occurs, roughly, when the word that would normally receive accent has occurred in the very recent past, or when a subsumed (i.e., extensionally included) word has done so. Note that this makes concept-givenness a nonsymmetrical relation, since a word may now be deaccented because of a subsumed word, but not the other way round. For example, in (11), \textit{string instruments} can be deaccented because of the extensionally included \textit{viola}. In (11), however, \textit{viola} cannot be deaccented because of the subsuming (i.e., extensionally including) \textit{string instruments}.

(11) a Bach wrote many pieces for $^+$viola; he must have loved $^-$string $^-$instruments.
   b Bach wrote many pieces for $^+$string instruments; he must have loved the $^+$viola.

So much for the treatment of accents stemming from novelty of information. A more detailed explanation, which will also contain a modest account of some other types of accents (e.g., accents stemming from contrastivity of information) follows in section 4.2 in connection with the \textsc{dyd} system.

\section*{4.2 Implementation of the model for accenting}

In the present section the implementation in \textsc{dyd} of the earlier-described model of accenting will be discussed. The discussion will focus on considerations of givenness and novelty since these are most directly connected with the issue of context modeling. We will continue to concentrate on prosodic structure but the section will conclude with a brief sketch of the Speech module of \textsc{dyd}, which is responsible for the acoustic realization of prosodic structure.

As a starting point for \textsc{dyd}'s \textit{Prosody} module, we took Arthur Dirksen's implementation of Focus-Accent Theory ((Dirksen 1992)) and added semantic information to it. This implementation takes syntactic trees of a conventional kind as input and converts them to metrical trees, each of which is built up from binary and unary branching nodes whose nodes are marked as \textit{strong} or \textit{weak}. In English, the rightmost branch of a binary node is almost invariably marked as \textit{strong}, while the leftmost branch is marked as \textit{weak}. The only daughter of a unary node is always strong.

In our first implementation novelty of information was the only accent-triggering factor taken into account. Initially, all major phrases are marked $+F$. Now, if a given node is marked $+F$, then it is also marked as \textit{accented}, and so is each strong node that is the daughter of a node marked as \textit{accented}. In principle, accent materializes on those leaves that are marked as \textit{accented}. However, there may be several obstacles preventing this from happening. Leaves may end up unaccented in several circumstances, as we have seen in the previous section. In particular, a node may be marked $-A$ (‘accent is blocked’) in any of the following cases:

\textbf{Accent blocking:}
   (a) A major phrase is marked $-A$ if it is \textit{object-given}.
   (b) A major phrase is marked $-A$ if it is \textit{always-given}.
   (c) A leaf $x$ is marked $-A$ if it is \textit{concept-given}.
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(d) A leaf is marked $-A$ if it is marked as *lexically unfit* to carry an accent which is due to novelty of information.

Clauses (a)-(c) deal with three different kinds of givenness, while (d) is a purely lexical affair. All of these will be explained below.

**Object-givenness.** (Clause a) We have seen in section 4.1 that an NP is object-given if it can be construed as having identity anaphora to another NP. Complex as this might seem, the way in which marking for object-givenness is implemented in DYD can be simple, thanks to the fact that DYD’s Context Model contains all the relevant information. For NP$_1$ to be able to be construed as having identity anaphora to NP$_2$, two conditions suffice:

1. NP$_1$ and NP$_2$ corefer.

2. The structure of the monologue is such that NP$_1$ can have NP$_2$ as its antecedent.

The information in (1) is contained in the D-model and there is a rule which determines whether (2) holds given the information contained in the D-model.

**Always-givenness.** (Clause b) Deaccenting should not only be triggered by the referents of expressions that occur explicitly in the monologue. For example, objects can be *indirectly introduced* into the discourse model, as in

(12) This suite was first performed in Prague. It is said that the audience was enthralled by the performance.

where the performance is indirectly introduced into the context by the verb phrase *was first performed in Prague*. Such difficult cases are left for future research. DYD does implement another, simpler category of cases in which an object exists in the Context Model without being explicitly introduced. An example in the DYD domain is Mozart himself. By including this person in the context state, many distracting accents on the expressions *Mozart, Wolfgang Amadeus*, etc. are avoided. Thus, if the following sentence were to be uttered as the first sentence of the first monologue, the word *Mozart* would not be accented:

(13) Mozart composed the following composition when he stayed in Vienna.

**Concept-givenness.** (Clause c) The crucial notion for concept-givenness is that of subsumption of a recent expression. The key concepts of recency and subsumption are implemented as follows. ‘Recent’ is interpreted as ‘to the left of the subsuming expression’ and ‘contained in the same or in the previous sentence’. The subsumption relation is implemented as follows:

Subsumption: $x$ subsumes $y$ if

1. $x = y$;
2. $x$ and $y$ are listed as synonyms; or
3. $(x, y)$ is an element of the transitive closure of the relation $R$. 
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The relation $R$ is stipulated by means of a list of pairs of words.\textsuperscript{10} For example,

$$\{\langle \text{mozart, composer} \rangle, \langle \text{composer, man} \rangle, \langle \text{man, person} \rangle\}.$$  

The occurrence of a pair $\langle x, y \rangle$ in $R$ implies that either the denotation of $x$ is an element of that of $y$ (as in $\langle \text{mozart, composer} \rangle$), or the denotation of $x$ is a subset of that of $y$. For example, the pair $\langle \text{composer, man} \rangle$ indicates the fact that, in our database, all the composers happen to be men. In principle, this strategy is believed to give the desired results for words of all syntactic categories (for example, in the category of determiners, one could use such pairs as $\langle \text{some, many} \rangle, \langle \text{many, all} \rangle$, etc.), but the present implementation restricts itself to pairs of nouns.

**Lexically unfit.** (Clause d) Some words do not ‘like’ accent. Examples include the articles *the* and *a(n)*, as well as most prepositions (*in, on, about*) in most of their uses. By marking them as lexically unfit to carry accent, we exclude the possibility that accents related to novelty of information land on these words.\textsuperscript{11}

A $-$ A marking causes the so-called Default Accent rule to be triggered, which transforms one metrical tree into another:

\textsuperscript{10}More precisely, the pairs consist of words that are disambiguated by subscripts. For example, the word *second* has two versions, ‘second\textsubscript{1}’ and ‘second\textsubscript{2}’, one of which denotes a number and the other a unit of time measurement.

\textsuperscript{11}Note that accents related to other factors, such as contrast, can land on these words, which is why lexical unfitness is not allowed to block accents related to those factors.
Default Accent Rule: If a strong node \( n_1 \) is marked \(-A\), while its weak sister \( n_2 \) is not, then the strong/weak labeling of the sisters is reversed: \( n_1 \) is now marked weak and \( n_2 \) is marked strong.

The Default Accent Rule may cause accent to move to a word where syntactic factors alone would never place it. To illustrate this, consider the following piece of discourse:

(14) a You have selected K.32.
   b You will now hear K.32.

In English it is usually the right daughter of a mother node that is strong. Thus the initial metrical tree looks as in figure 3. The Verb Phrase will now hear K.32 is marked \(+F\) and therefore labeled as accented. Now if semantic factors did not intervene, \( K.32 \) would carry an accent since the accented label would trickle down along all the rightmost branches of the tree. But since \( K.32 \) is also referred to in the previous sentence of the discourse, \( K.32 \) is object-given, and marked \(-A\). As a result, the Default Accent rule swaps the strong/weak (S/W) labeling between hear and \( K.32 \) before the accented labels are assigned. Consequently, the sentence accent trickles down along a path of strong nodes and ends up on hear. Note that, in accordance with the discussion in section 4.1, clause (c) of the markings for Accent Blocking makes use of a nonsymmetric relation between anaphor and antecedent, requiring the ‘antecedent’ to be subsumed by the ‘anaphor’, rather than the other way round. The following accent pattern is predicted:

(15) a Two people heard the performance; \(-3^+\)composers had been invited.
   b Two composers heard the performance; \( +3^-\)people had been invited.
The reason is that, due to the asymmetry of clause (c), *people* in (b) is marked $-A$, while *composers* in (a) is not.

The treatment of novelty-related accents described in the present section leads to some promising results, but an initial implementation showed some shortcomings, not the least of which was that novelty of information is the only accent trigger that was used. Thus, for example, there was nothing to guarantee an accent on expressions that are contrasted with other expressions, unless the items contrasted also happened to express new information. Thus, in a context where both *Mozart* and *Haydn* have recently occurred, these two names would not be accented:

(16) a  ¬Mozart wrote few string quartets.
     b  ¬Haydn wrote many.

Of course, the accenting model allows contrast to be added as another source of accents, alongside novelty of information. Given the implementation of the accenting model sketched earlier in this section, this can be done by attributing a $+F$ label to all those expressions (including, but not restricted to, major phrases) that can be characterized as standing in contrast with some other expression. However, characterizing contrast is difficult. Arguably, determining the circumstances under which two expressions are in contrast requires an ability to recognize whether two sentences are in logical conflict with each other (van Deemter 1994a). In the case of **DYD**, however, the problem of contrastive accent may be finessed by exploiting the fact that generation in **DYD** makes use of templates. For example, consider the following template, where a hand-coded accent is indicated by a $+$ following the constituent to be accented:

(17) ⟨This composition⟩ is (also | again) a ⟨ duo ⟩ in ⟨ G ⟩, like the
     preceding composition, but now for ⟨ violin and viola ⟩$+$.  

Since the addition of hand-coded accents is not specifically related to the issue of context modeling - even though the phenomenon of contrast is obviously a contextual one - we will not discuss in detail how hand-coding was used to improve system performance. In particular, we will refrain from discussing the circumstances under which a part of an expression marked as contrastive information can be subject to deaccenting. Instead, we will use the remaining part of this section to explain briefly how the prosodic structures that have been discussed are used to arrive at spoken output.

As was explained earlier on, the *Prosody* module of the system adds information about accenting and phrasing to the output of the language-generation module. The prosodically enriched sentences are then passed on to the *Speech* module (Fig.1), whose job it is to ‘realize’ this abstract structure in sound. An enriched sentence is transformed into a structure in which the abstract information concerning accenting is ‘interpreted’ in terms of Rises and Falls, in accordance with the IPO model of intonation (‘t Hart et al. 1990, Willems et al. 1988). The resulting structure is then sent to the **DECTALK** speech-synthesis system, which takes care of the final phase of acoustic realization. As a result of this procedure, **DYD**

---

12For some preliminary experimental evaluation, see (van Donselaar 1995b, van Donselaar 1995a).
produces far fewer accents (roughly two-thirds) than it would do if sentences were sent directly to DECTALK, without prosodic enrichments stemming from the Context Model, resulting in less monotonic speech that is easier to interpret. For further explanation of the speech module, see (van Deemter et al. 1994). Examples of the accent patterns generated can be found in the Appendix.

5 Conclusions

We have described an actually implemented system that aims at the generation of coherent, correctly pronounced monologues on Mozart’s instrumental compositions. The lack of a sound and generally accepted methodology for the evaluation of generation systems is notorious (Cole et al. 1995), which is why the present paper concludes with an Appendix in which the output of the system is exemplified.

We have shown that context modeling plays a vital role in various modules of this system, to guarantee that monologues

(1) have a content that is appropriate given the wishes of the user, as expressed during the dialogue,

(2) are linguistically coherent, both internally and in the larger setting of the interaction between system and user, and

(3) are intonationally adequate, especially in terms of their accenting patterns.

We hope to have shown that a proper modeling of context is an absolute requirement if the type of system described is to function properly, and that the system developed forms an excellent tool for investigating the various issues at hand. In particular, the fact that DVD is a language-generation system implies that many things are under full control of the designer, so that variation can be introduced in exactly those aspects which require investigation. In addition, the design of the generation module, in which no standard discourse grammar is used, opens the way for various rules that safeguard the coherence of the monologues and make the role of context explicit.

We have also seen that ‘context’ encompasses various kinds of information. Some of these are purely syntactic in nature, others semantic; some are probably required in any speech-generation system, while others are highly dependent on the particular application. A so-called Context Model has been set up to keep track of all the relevant information, and rules have been formulated that ensure the fulfillment of the requirements covered by (1)-(3). The Context Model can be thought of as a computationally viable version of a huge Discourse Representation Structure which is simplified in some (i.e., semantic) respects and enriched in other (mostly, form-related) respects. We will refrain from discussing the question of whether it is possible to embed our Context Models in a fully general theory of context - perhaps of the kind proposed by Buvač and Mason (Buvač and Mason to appear). Such questions require a very different, formally more sophisticated treatment and are left for further research.
6 Appendix

This Appendix contains an example of a possible dialogue between the system and a user, in which the user makes three successive requests, interleaved with three monologues on the part of the system. The texts are rendered without paragraph structure. Sentences are rendered verbatim and accents are indicated by means of + markings following each accented word. Accents in the dialogue part are omitted. The reader should bear in mind that not all the details of rules related to accenting have been explained in the present paper. In particular, this is true of hand-coded accents, but also of some rhythm-based rules as well as for some exceptions against the conditions under which constituents are deaccented.

What follows is the exact output produced by DED as a result of the sequence of commands used in section 2 to exemplify the working of the dialogue module. First, the user request is repeated (in abbreviated form), then a brief response is shown in which the system reports back on what it has found, and then the monologue is presented. In this particular scenario, first (1), the user asks for a sonata, whereupon the system selects and presents a sonata for violin and harpsichord. Next (2), the user adds the condition that the composition has to contain a piano, whereupon the system selects a sonata for violin and piano. Finally (3), the user asks that it has to be a fast piece of music; the system interprets this as a request for compositions with tempo indication ‘allegro’ or ‘presto’ and selects one such composition. After each monologue a couple of shortcomings - as perceived by the authors - are briefly listed.

User request (1): sonata.
System response: You asked for a sample in the sonata genre. I found 163 tracks. You will hear an example.

The following composition, from which you are going to hear a fragment of part one, was written by Mozart in his Salzburg period, in Salzburg, in Brussels, and in Paris. The KV number of this work in c is K. six. It is also known as the first sonata for violin, and harpsichord. The violin is played by Gerard Poulet, and the harpsichord by Blandine Verlet. The violin sonata consists of four parts: allegro, andante, minuet tempo di menuetto - tempo di menuetto, and allegro molto. This allegro is located on the first track of the second CD of volume fifteen. This allegro lasts four minutes twenty nine seconds. The recording of this sonata was made in Paris, France, in the seventies. The quality of the recording of this work is ADD. The following is a fragment of this allegro. (There follows a fragment.)

Shortcomings: (a) The from which construction is slightly awkward, but can easily be replaced. (b) The second occurrence of this allegro is infelicitous. (It would have been better.) (c) It seems clearly inappropriate that the second occurrence of Salzburg is deaccented. (d) Likewise, the second occurrence of tempo di menuetto could better be accented.

User request (2): piano.
System response: You asked for a sample with pianos. I restricted your selection to 117
tracks. You will hear an example, with one piano.

The following composition, from which you are going to hear a fragment of part one, was written by Mozart on the tenth of July seventeen eighty, in Vienna. The KV number of this sonata in E is K. five four seven. This composition is also known as the 36th sonata for violin, and piano. The recording was made in Dresden, Germany. The quality of the recording of K. five four seven is DDD+. The violin sonata consists of three parts: andante cantabile, allegro, and andante. The first part is located on track one of the first CD of volume fifteen. It lasts three minutes fifty eight seconds. The following is a fragment of the first part. The violin is played by Isabelle van Keulen, and the piano by Ronald Brautigam. (There follows a fragment.)

Shortcomings: (a) The second occurrence of K. five four seven seems slightly verbose. (b) The second occurrence of andante (in and andante) should not have been deaccented.

User request (3): fast.
System response: You asked for a sample with a high tempo. I restricted your selection to 72 tracks. You will hear an example, with tempo presto.

The following composition, from which you are going to hear a fragment of part three, was written by Mozart in the beginning of seventeen seventy five, in Munich. The work is also a sonata in E, like the preceding composition, but now for piano. The KV number of this work is K. two eight zero. This sonata consists of three parts: allegro assai, adagio, and presto. The presto lasts two minutes forty five seconds. This presto is located on track six of the first CD of volume seventeen. The piano is played by Mitsuko Uchida. The recording of the sonata was made in the Henry Wood Hall in London, England, in the eighties. The quality of its recording is DDD+. The following is a fragment of the third part. (A fragment follows.)

Shortcomings: (a) The template also a ... but now ... had better be rephrased. (b) The presto had better not be deaccented. (c) This presto might be replaced by a pronoun.
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