Effects of dispersed phase viscosity on drop deformation and breakup in inertial shear flow
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HIGHLIGHTS

- Behavior of a single liquid drop in simple shear flow at Re = 10 is studied.
- Numerical simulations are performed using a free energy lattice Boltzmann method.
- New results for drops that are less viscous than surrounding liquid.
- For each viscosity ratio the critical capillary number Ca_c is determined.
- Drop breakup processes are examined at Ca = Ca_c, 1.2Ca_c, 1.5Ca_c and 2Ca_c.

GRAPHICAL ABSTRACT

ABSTRACT

The deformation and breakup of a single liquid drop subjected to simple shear flow is studied numerically using a diffuse interface free energy lattice Boltzmann method. The effect of dispersed phase viscosity on the behavior of the drop at a drop Reynolds number Re = 10 is investigated over the range of viscosity ratios $\lambda = 0.1-2$ (dispersed phase viscosity over continuous phase viscosity) with a focus on $\lambda < 1$. For every $\lambda$ the critical capillary number Ca_c for breakup is determined. For the range of $\lambda$ considered, Ca_c decreases as $\lambda$ increases. Both the extent of deformation and the breakup mechanism depend on the viscosity ratio and the capillary number. At the highest subcritical capillary number, the drop becomes less elongated and more inclined towards the vertical axis as the viscosity ratio increases. The changes in the drop breakup process are examined as the capillary number increases from the lowest supercritical Ca ~ Ca_c, to 1.2, 1.5 and 2Ca_c. Drops break by the end-pinning mechanism, except for $\lambda = 2$ at Ca = 2Ca_c, where the drop undergoes capillary wave breakup.
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1. Introduction

Studies of drop behavior in simple flow geometries have been used to interpret data on dispersion and emulsion formation due to more complex flow structures as they occur in process equipment (Rueger and Calabrese, 2013). While most experimental and simulation research has considered creeping flow (Grace, 1982; Rumscheidt and Mason, 1961; Stone, 1994; Rallison, 1984; Zhao, 2007; Marks, 1998), drops in complex flows, such as turbulence, can experience drop Reynolds numbers anywhere in the range 0.01-100 (Komrakova et al., 2014). To predict whether drops will break in turbulent flow, it is therefore necessary to understand how the conditions for breakup at moderate Reynolds numbers differ from those in creeping flow. While studies have considered the conditions for breakup in simple shear flow at Reynolds numbers up to 100 in systems with droplets that are as viscous...
or more viscous than the continuous phase (Renardy and Cristini, 2001a; Khismanullin et al., 2003), neither experiments nor simulations have been reported for the case of drops that are less viscous than their surroundings. This case is not unusual: for example, water droplets may be dispersed in a much more viscous oil (Rueger and Calabrese, 2013; Boxall et al., 2011). In the oil recovery industry, well productivity can be reduced by formation damages caused by oil-based emulsions that contain brine droplets (Fjelde, 2007). If a monodisperse emulsion is formed, then damage might occur even at low dispersed phase volume fractions. An understanding of deformation and breakup behavior of low-viscosity drops in a more viscous fluid will therefore fill an important gap in current knowledge with impact on industrial applications.

In the present work, the deformation and breakup of a single drop suspended in another liquid under simple shear flow is studied with numerical simulations using a free energy lattice Boltzmann method (Swift et al., 1996). The details of the method, its verification and validation can be found in Komrakova et al. (2014). Both liquids are Newtonian and of the same density. There are no surfactants or impurities in the system. The physical problem is determined by three dimensionless numbers: the drop Reynolds number Re = ½a2/ν, the capillary number Ca = ½μc/σ, and the viscosity ratio λ = μd/μc. Here, a is the undeformed drop radius; ν is the shear rate; ½ν is the kinematic viscosity of the continuous phase; μc, μd are the dynamic viscosities of the continuous and dispersed phases, respectively; and σ is the interfacial tension between the liquids.

The goal of this study is to investigate the behavior of a drop at a fixed Reynolds number Re=10 over a range of viscosity ratios 0.1–2, with a focus on 0<1. For each λ it is necessary to determine the critical capillary number Ca that must be exceeded to break a drop. At subcritical capillary numbers, the drop achieves a steady final shape. The internal circulation patterns and the deformation parameters (elongation and orientation angle; see definitions below) are used to characterize the steady shape. When a supercritical capillary number is simulated, the drop breaks, and the breakup mechanism depends on the values of Ca and λ. Changes in the drop breakup process are examined as the capillary number increases from 20% above critical, to 50 and 100%.

The distinct characteristic of numerical simulations is that the entire deformation and breakup processes can be visualized revealing peculiarities of the events. However, in order to study physical processes numerically, it is necessary to select numerical parameters that produce trustworthy physical results. It was shown by Komrakova et al. (2014) that in addition to the three physical dimensionless numbers mentioned above (the Reynolds number, the capillary number and the viscosity ratio), two numerical dimensionless numbers have to be specified. In the diffuse interface method, which is used in this work, the finite thickness of the interface between the two liquids and related free energy model parameters are involved. These numerical degrees of freedom are characterized by two dimensionless numbers (van der Sman and van der Graaf, 2008): the interface Peclet number Pe and the Cahn number Ch. The interface Peclet number Pe = ½ξ/MA relates the convection time scale to the interface diffusion time scale. The Cahn number Ch = ξ/a is the ratio of the interface thickness and drop radius. Here, ξ is the interface thickness, M is the mobility, and A is a free energy model parameter. In the present study, the guidelines as developed by Komrakova et al. (2014) have been applied to specify Pe and Ch.

The rest of the paper is organized as follows. In Section 2 a brief description of the numerical method and its implementation are presented. In Section 3 the ability of the method to compute flows over the required range of viscosity ratios is demonstrated. The results of drop deformation and breakup are presented in Section 4. Conclusions are drawn in Section 5.

2. Numerical method and its implementation

The behavior of a drop in shear flow is studied numerically with the diffuse interface free energy lattice Boltzmann method (LBM) developed by Swift et al. (1996). The details of diffuse interface (or phase field) methods can be found in Jachim (1999), Yue et al. (2004), and Ding et al. (2007); our implementation of the method is presented in Komrakova et al. (2014). In particular, the interface between the two components is represented by a thin transition region with a finite thickness in which the composition varies smoothly. The composition of the system is described by the order parameter ϕ which is the relative concentration of the two components (Cahn and Hilliard, 1958; Penrose and Fife, 1990; Badalassi et al., 2003). To simulate the fluid dynamics of the binary mixture, the continuity and momentum equations are solved in conjunction with the convection–diffusion equation for the order parameter proposed by Cahn and Hilliard (1958, 1959). Thus, the evolution of density, velocity and order parameter are governed by the continuity, momentum, and convection–diffusion equations (Swift et al., 1996):

\[
\partial_t \rho + \partial_x (\rho u_x) = 0
\]

\[
\partial_t (\rho u_x) + \partial_x (\rho u_x u_y) = -\partial_x \frac{P_{\text{ref}}}{\rho} + \partial_x \left( \rho a \partial_x u_x + \rho \partial_x u_x \right)
\]

\[
\partial_t \phi + \partial_x (\phi u_x) = M \partial_x^2 H
\]

where \( u_x \) is the velocity; the index \( x \) stands for the Cartesian directions \( x, y \) and \( z \); \( \rho \) and \( \nu \) are the density and the kinematic viscosity of the mixture, respectively. Here \( P_{\text{ref}} \) is the ‘thermodynamic’ pressure tensor. It contains two parts (Kendon et al., 2001): an isotropic contribution \( P_{\text{iso}} \) that represents the ideal gas pressure and the ‘chemical’ pressure tensor \( P_{\text{chem}} \). The chemical potential in Eq. (1c) is \( \mu(\phi) = A\phi - A\phi^3 - \kappa\phi^2, \). Here, \( A < 0 \) and \( \kappa \) are parameters

![Fig. 1. Simulation domain with the following boundary conditions: x=0 and x=Lx are periodic boundaries; y=0 has a rotational symmetry boundary condition; y=H is a no-slip wall moving with constant velocity \( u_w \); z=0 and z=−W are symmetry planes. At \( t=0 \) the drop has a spherical shape with initial radius \( a \). Due to the symmetry of the problem only one quarter of the domain needed to be simulated.](image1)

![Fig. 2. A slice of the simulation domain at \( z=0 \) for validation simulations of stratified shear flow; \( H=64 \) [μm], \( H=4 \) [μm], \( \mu = \mu_1/\mu_2 = 0.1 \)–2.](image2)
of the free energy model that are related to the surface tension and interface thickness; \( M \) is the mobility.

In LBM two particle distribution functions are utilized to solve system (1); one function \( f(r,t) \) is used to solve the continuity (1a) and Navier–Stokes (1b) equations and the second one \( g(r,t) \) is used for the convection–diffusion equation (1c). The distribution functions evolve by a time step \( \Delta t \). All simulations have been performed using a single relaxation time collision operator (Bhatnagar–Gross–Krook (BGK) model Bhatnagar et al., 1954). The discrete lattice Boltzmann equations for the evolution of \( f \) and \( g \) have the following form:

\[
\begin{align*}
    f_q(r, t + \Delta t) - f_q(r, t) &= \frac{f_q - f_{eq}}{\tau_f} \\
    g_q(r, t + \Delta t) - g_q(r, t) &= \frac{g_q - g_{eq}}{\tau_g}
\end{align*}
\]

where the index \( q \) counts over the number of the discrete velocity directions; \( f_{eq} \), \( g_{eq} \) are the discretized Maxwell–Boltzmann distributions (or equilibrium distributions); \( c_{eq} \) denotes the discrete velocity set and \( \tau_f, \tau_g \) are dimensionless relaxation parameters. The equilibrium distributions \( f_{eq} \), \( g_{eq} \) are given in Kusumaatmaja (2008). The D3Q19 lattice is adopted here where \( D=3 \) denotes three-dimensional flow and \( Q=19 \) is the number of velocities. In this lattice arrangement, each site communicates with its six nearest and twelve diagonal neighbors. The lattice Boltzmann method operates in dimensionless lattice units (lattice spacing, time step, and lattice density for the length, time and density units, respectively). For the method described here, only uniform cubic lattices can be used; the mesh step \( \Delta x \) is taken as unity, as is the time step \( \Delta t \).

The distribution functions are defined such that the following summations over all directions \( q \) at each lattice point give the local density of the fluid \( \rho \), the local fluid momentum \( \rho u_a \) and the local order parameter \( \phi \), respectively:

\[
\sum_q f_q = \rho \quad \sum_q c_{eq} f_q = \rho u_a \quad \sum_q g_q = \phi
\]

The two liquids have different kinematic viscosities. To implement this, the kinematic viscosity of the mixture \( \nu \) is set to be a linear function of the order parameter \( \phi \):

\[
\nu(\phi) = \nu_c \frac{\phi_c - \phi}{2\phi_c} + \nu_d \phi + \frac{\phi - \phi_d}{2\phi_0}
\]

where \( \nu_c \) and \( \nu_d \) are the kinematic viscosities of continuous and dispersed phases, respectively; and \( \phi = \pm \phi_0 = \pm 1 \) is the value of the order parameter in the bulk phase on either side of the interface.

**Fig. 3.** The \( x \)-velocity component as a function of position between the domain center and the sheared plate for different \( \lambda \) in stratified flow; \( y/H = 0.25 \) is the location of the interface.

**Fig. 4.** Relative deviation of \( x \)-velocity component in the fluid between numerical and analytical solutions as a function of position between the domain center and the sheared plate for different \( \lambda \) in stratified flow; \( y/H = 0.25 \) is the location of the interface.
van der Graaf, 2008) gives the domain therefore represents three sheared liquid layers. The full domain was simulated (rotational symmetry at boundaries are the same as described above. The stratified flow simulations require specification of the following parameters: the interface thickness \( \xi \), the parameters \( A \) and \( \kappa \), the mobility \( M \), and the coefficient of mobility \( \Gamma \). These parameters were chosen to be the same as for a sheared drop (that will be considered later) and then used in the benchmark simulations to assess the accuracy of simulations with these parameters. The procedure for selecting the numerical parameters according to the guidelines of Komrakova et al. (2014) is as follows. First, the drop resolution is specified: the drop radius is chosen to be 64 lattice units to perform high-resolution simulations that can resolve the satellite and sub-satellite drops formed after breakup. This drop size requires an interface thickness of at least two lattice units (Komrakova et al., 2014), and therefore \( \xi = 2 [\text{lu}] \) is chosen. Consequently, the Cahn number is \( Ch = 0.03 \). The second step is to determine the Peclet number, which requires specifying several parameters. The relaxation time of the continuous fluid phase is kept constant at \( \tau_r = 0.7 \) which specifies a continuous phase viscosity of \( \nu_c = 1/15 [\text{lu}] \). The shear rate \( \gamma \) follows from the Reynolds number, which is 10 in the present study: \( \gamma = Re \nu_c / a^2 \). The interfacial tension \( \sigma \) is determined by the capillary number: \( \sigma = \alpha \nu_c / Ca \) (where \( \nu_c = \rho c \) and the uniform density \( \rho = 1 \) in lattice units). To determine \( Pe \), an estimate of the typical Ca is needed, which is not known yet, as the critical capillary number is an output of the simulation. For an initial estimate, \( Ca = 0.15 \) is used, which is the near-critical value for \( \lambda = 1 \) reported by Khismatullin et al. (2003). The interfacial tension \( \sigma \) and interface thickness \( \xi \) give the value of \( \kappa \) (see Eq. (7)): \( \kappa = 3 \pi \xi / (4 \phi_d^2) \). Finally, with \( \kappa \) and \( \xi \) specified, the value of the parameter \( A \) is (see Eq. (7)): \( A = 2 \kappa / \xi^2 \). Thus only one parameter remains to be specified in the Peclet number – the mobility \( M \) which is determined by the mobility coefficient \( \Gamma \). Every simulation in the present study was performed with the relaxation time for the phase field \( \tau_r = 1 \) which implies that \( M = 1 / \Gamma^2 \) (see Eq. (6)). Consequently, \( Pe = 12.0 / \Gamma \). As shown in Komrakova et al. (2014), to perform stable simulations the mobility coefficient should be chosen in the range 1–15. Furthermore, it was outlined that for the case at \( Re = 10 \), \( Ca = 0.15 \) and \( \lambda = 1 \), \( Pe > 4 \) yields results that agree well with reference data. For that reason it was decided to set the Peclet number to \( Pe = 6 \). Therefore, \( \Gamma = 2 \) was used in the benchmark simulations.

The x-velocity component in the fluid as a function of \( \gamma \) (see Fig. 2) for different viscosity ratios \( \lambda \) is presented in Fig. 3. The relative deviation of velocity values from the analytical solution \( \delta = |u_{\text{analytical}} - u_{\text{numerical}}| / u_{\text{analytical}} \times 100\% \) is shown in Fig. 4. Calculation of \( \delta \) with \( u_{\text{analytical}} = 0 \) was not performed because the first node in the y-direction is located half a lattice spacing from the boundary. As one can see, the overall largest deviation occurs with \( \lambda = 2 \) which is 2.5% and happens on the interface. For the rest of the \( \lambda \) values, the relative deviation from the analytical solution is within \( \pm 1\% \). It is concluded that the method can deal with viscosity ratios \( 0.1 \leq \lambda \leq 2 \) in a consistent manner.

### 3. Stratified flow benchmark

Validation simulations were performed to assess the numerical method over the range of viscosity ratios from \( \lambda = 0.1 \) to 2. A stratified sheared flow for which an analytical solution exists was considered. A slice at \( z = 0 \) of a \( 0.5h \times 4h \times 0.5h \) simulation domain (where \( h = 64 [\text{lu}] \)) is shown in Fig. 2. Only a quarter of the full domain was simulated (rotational symmetry at \( y = 0 \)). The full domain therefore represents three sheared liquid layers. The full height of the inner fluid layer is 128 lattice units [lu].

The boundary conditions are the same as described above. The stratified flow simulations require specification of the following parameters: the interface thickness \( \xi \), the parameters \( A \) and \( \kappa \), the mobility \( M \), and the coefficient of mobility \( \Gamma \). These parameters were chosen to be the same as for a sheared drop (that will be considered later) and then used in the benchmark simulations to assess the accuracy of simulations with these parameters. The procedure for selecting the numerical parameters according to the guidelines of Komrakova et al. (2014) is as follows. First, the drop resolution is specified: the drop radius is chosen to be 64 lattice units to perform high-resolution simulations that can resolve the satellite and sub-satellite drops formed after breakup. This drop size requires an interface thickness of at least two lattice units (Komrakova et al., 2014), and therefore \( \xi = 2 [\text{lu}] \) is chosen. Consequently, the Cahn number is \( Ch = 0.03 \). The second step is to determine the Peclet number, which requires specifying several parameters. The relaxation time of the continuous fluid phase is kept constant at \( \tau_r = 0.7 \) which specifies a continuous phase viscosity of \( \nu_c = 1/15 [\text{lu}] \). The shear rate \( \gamma \) follows from the Reynolds number, which is 10 in the present study: \( \gamma = Re \nu_c / a^2 \). The interfacial tension \( \sigma \) is determined by the capillary number: \( \sigma = \alpha \nu_c / Ca \) (where \( \nu_c = \rho c \) and the uniform density \( \rho = 1 \) in lattice units). To determine \( Pe \), an estimate of the typical Ca is needed, which is not known yet, as the critical capillary number is an output of the simulation. For an initial estimate, \( Ca = 0.15 \) is used, which is the near-critical value for \( \lambda = 1 \) reported by Khismatullin et al. (2003). The interfacial tension \( \sigma \) and interface thickness \( \xi \) give the value of \( \kappa \) (see Eq. (7)): \( \kappa = 3 \pi \xi / (4 \phi_d^2) \). Finally, with \( \kappa \) and \( \xi \) specified, the value of the parameter \( A \) is (see Eq. (7)): \( A = 2 \kappa / \xi^2 \). Thus only one parameter remains to be specified in the Peclet number – the mobility \( M \) which is determined by the mobility coefficient \( \Gamma \). Every simulation in the present study was performed with the relaxation time for the phase field \( \tau_r = 1 \) which implies that \( M = 1 / \Gamma^2 \) (see Eq. (6)). Consequently, \( Pe = 12.0 / \Gamma \). As shown in Komrakova et al. (2014), to perform stable simulations the mobility coefficient should be chosen in the range 1–15. Furthermore, it was outlined that for the case at \( Re = 10 \), \( Ca = 0.15 \) and \( \lambda = 1 \), \( Pe > 4 \) yields results that agree well with reference data. For that reason it was decided to set the Peclet number to \( Pe = 6 \). Therefore, \( \Gamma = 2 \) was used in the benchmark simulations.

The x-velocity component in the fluid as a function of \( \gamma \) (see Fig. 2) for different viscosity ratios \( \lambda \) is presented in Fig. 3. The relative deviation of velocity values from the analytical solution \( \delta = |u_{\text{analytical}} - u_{\text{numerical}}| / u_{\text{analytical}} \times 100\% \) is shown in Fig. 4. Calculation of \( \delta \) with \( u_{\text{analytical}} = 0 \) was not performed because the first node in the y-direction is located half a lattice spacing from the boundary. As one can see, the overall largest deviation occurs with \( \lambda = 2 \) which is 2.5% and happens on the interface. For the rest of the \( \lambda \) values, the relative deviation from the analytical solution is within \( \pm 1\% \). It is concluded that the method can deal with viscosity ratios \( 0.1 \leq \lambda \leq 2 \) in a consistent manner.

### 4. Results

The simulations to determine critical capillary numbers were performed with an initial drop radius \( a = 64 \) lattice units in a \( 16a \times 4a \times 2a \) simulation domain (a quarter of the full domain). The height \( H = 8a \) of the domain is the same as used in the reference

### Table 1

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>2.0</th>
<th>1.0</th>
<th>0.5</th>
<th>0.3</th>
<th>0.2</th>
<th>0.15</th>
<th>0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lowest supercritical Ca</td>
<td>0.149</td>
<td>0.155</td>
<td>0.164</td>
<td>0.170</td>
<td>0.178</td>
<td>0.184</td>
<td>0.193</td>
</tr>
<tr>
<td>Highest subcritical Ca</td>
<td>0.148</td>
<td>0.154</td>
<td>0.163</td>
<td>0.169</td>
<td>0.177</td>
<td>0.183</td>
<td>0.192</td>
</tr>
</tbody>
</table>

Fig. 5. Definitions of drop elongation \( \ell \) and orientation angle \( \theta \).
The viscosity ratio \( \lambda \) and the critical capillary number \( \lambda \), respectively. For \( \lambda \) in the range 0.1–2, the critical capillary number increases as the viscosity ratio decreases. This observation is in line with reference data. For instance, Khismatullin et al. (2003) reported that at \( \text{Re}=10 \) the critical capillary number has a minimum close to \( \lambda=3 \). Thus \( \text{Ca} \), increases as \( \lambda \) decreases starting from a value of 3.

In the literature, two parameters are used to measure the deformation of the drop when a steady shape exists: the Taylor deformation parameter and the orientation angle (Taylor, 1932, 1934). Inertia (which is relevant for shear with \( \text{Re}=10 \)) changes the steady shape of drops from ellipsoidal (in creeping flow) to elongated. Moreover, the symmetry over the mid-plane of the drop (see Fig. 5) might be lost. For that reason in this work the ratio of maximum elongation to initial undeformed drop radius \( L/a \) is used to characterize the deformation instead of the Taylor deformation parameter. The second parameter is the orientation angle \( \theta \) of the drop. The maximum elongation of the drop is the length of the line that connects two points at the tips of the drop located at the maximum distance apart. The angle of inclination (or orientation angle) is accordingly measured between this line and the horizontal axis.

The drop deformation at the highest subcritical capillary numbers for different viscosity ratios is presented in Fig. 6. As the viscosity ratio decreases the drop becomes more elongated (Fig. 6(a)). The inclination angle decreases as \( \lambda \) decreases (Fig. 6(b)).

The steady shape of the drop and internal circulations at the highest subcritical capillary numbers for each viscosity ratio \( \lambda \) are depicted in Fig. 7. At \( \lambda=2 \) the shape of the drop is almost symmetrical over the mid-plane; but the tips of the drop are slightly tilted away from the mid-plane. The drop has a ‘capsule’ shape. At \( \text{Re}=10 \) (unlike creeping flow) two vortices develop inside the drop over the entire range of \( \lambda \). As \( \lambda \) decreases, the drop becomes more elongated and less symmetrical over the mid-plane. In addition, the drop becomes more deformable, and the internal circulations follow the pattern of the drop shape. At a viscosity ratio of 0.1, the tips of the drop are clearly tilted away from the mid-plane. The drop is almost ellipsoidal, and only one vortex has formed inside the drop. By \( \text{T}=19.9 \), the shape of the drop is almost ellipsoidal, and only one vortex has formed inside the drop. By \( \text{T}=39.4 \), the drop becomes elongated. Starting from this time, two

Fig. 6. Drop deformation results at \( \text{Re}=10 \). The \( L/a \) ratio (a) and the orientation angle \( \theta \) (deg) (b) as a function of viscosity ratio \( \lambda \) at the highest subcritical \( \text{Ca} \).

Fig. 7. Drop shape and internal circulations at \( \text{Re}=10 \) and the highest subcritical capillary number for each viscosity ratio \( \lambda \). The color of the streamlines shows the speed based on \( x \)– and \( y \)– velocity components in the \( (x,y) \) section (see Fig. 1) and varies from minimum (dark blue) to maximum (dark red) values. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this article.)

Simulations of Khismatullin et al. (2003). Additionally, the influence of the proximity of walls was considered in Komrakova et al. (2014) and it was shown that \( H=4a \) is sufficient to avoid confinement effects. The thickness of the interface was two lattice units so that \( C_{h}=0.03 \). The diffusion coefficient \( \Gamma \) was set to 2 (as in the benchmark). This gives Peclet numbers in the range 5–8 depending on the capillary number specified for each simulation. The reference data presented by Khismatullin et al. (2003) for \( \lambda=1 \) and 2 were used for validation.

Two capillary numbers were searched for every \( \lambda \) one for which the droplet does not break and attains a steady state (highest subcritical \( \text{Ca} \)) and the second one for which the drop breaks into fragments (lowest supercritical). The critical capillary number is determined as the arithmetic average of these two values. The results are presented in Table 1. The relative deviation of \( \text{Ca} \) from the reference data is 5 and 7% for \( \lambda=1 \) and 2, respectively. For \( \lambda \) in the range 0.1–2, the critical capillary number
The evolution of drop shape and velocity field when the viscosity ratio is \( \lambda = 0.1 \) at \( \text{Ca} = 0.193 \) is shown in Fig. 10. Two vortices form inside the drop right from the beginning (\( \bar{T} = 18.2 \)). By the time instant \( \bar{T} = 65.4 \), the drop elongates and loses symmetry over the mid-plane. The drop elongation slows down starting at \( \bar{T} = 98.0 \). At \( \bar{T} = 114.3 \) the drop starts rotating clockwise away from the axis of elongation. The central part of the drop is completely aligned with the flow at \( \bar{T} = 125.0 \). After that it continues to rotate and thins. By the time instant \( \bar{T} = 128.8 \) a bridge that connects the ‘bulbs’ of the drop is formed. During the thinning of the bridge, the ‘bulbs’ of the drop move slowly away from each other. Finally, the bridge breaks. Three fragments are formed: two daughter droplets and one satellite drop between them (\( \bar{T} = 130.2 \)).
Table 2
Ratio of daughter drop volume \( V_d \) to the critical drop volume \( V_c \), as a function of mother drop radius \( a \) relative to the critical drop radius \( a_c \).

<table>
<thead>
<tr>
<th>( \lambda/a_c )</th>
<th>1.01</th>
<th>1.1</th>
<th>1.2</th>
<th>1.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_d/V_c )</td>
<td>0.43</td>
<td>0.55</td>
<td>0.67</td>
<td>0.76</td>
</tr>
</tbody>
</table>

Fig. 12. Drop breakup process at \( Ca = 1.2Ca_c \): (a) \( \lambda = 2.0 \): \( Ca = 0.178 \), (b) \( \lambda = 0.1 \): \( Ca = 0.231 \).

Table 3
Effect of mesh resolution.

<table>
<thead>
<tr>
<th>Drop radius ( a ), [lu]</th>
<th>( \lambda = 0.1 )</th>
<th>( \lambda = 2.0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>48</td>
<td>64</td>
</tr>
<tr>
<td>Highest subcritical ( Ca )</td>
<td>0.191</td>
<td>0.192</td>
</tr>
<tr>
<td>Lowest supercritical ( Ca )</td>
<td>0.192</td>
<td>0.193</td>
</tr>
</tbody>
</table>

For every viscosity ratio \( \lambda = 2, 1, 0.5, 0.3, 0.2, 0.15, \) and \( 0.1 \) only three fragments form after breakup at \( Ca \approx Ca_c \) by the end-pinching mechanism: two daughter droplets and one satellite between them. In general, at higher \( \lambda \) the drop is more elongated before breakup. However, drop elongation before breakup strongly depends on how close the specified capillary number is to the critical value which is discussed, for instance, in Blawzdziewicz et al. (2002), Cristini et al. (2003) and Cristini and Renardy (2006). Fig. 11 shows the drop shape and velocity field for different \( \lambda \) at the time just before breakup. When \( \lambda = 2 \) the angle between the bridge and \( x \)-direction is sharp. When \( \lambda = 0.5 \) the bridge is horizontal. For smaller viscosity ratios the bridge forms an obtuse angle with the \( x \)-direction. The volume of the bridge decreases as the viscosity ratio decreases, making smaller satellite drops after breakup.

For every viscosity ratio the initial elongation process (from the beginning of deformation up to the moment of neck formation) is slow. Once the neck in the middle of the drop starts to form, the elongation rate increases. The same observations were reported by Stone et al. (1986) who investigated drop behavior in a linear two-dimensional flow under creeping flow conditions.

To further test the capabilities of the numerical technique, one can consider the breakup of initial (mother) drops of varying volumes under constant shearing conditions, i.e. \( \gamma = \text{const} \) which requires \( Re = Ka^4 \) where \( K \) is a constant. This problem has been numerically simulated by Renardy and Cristini (2001a, 2001b), Renardy et al. (2002) and Khismatullin et al. (2003) who showed that for the viscosity ratio \( \lambda = 1 \) the daughter drop volume saturates to a fraction of the critical volume as the mother drop size increases. To avoid the computational expense of simulating domains of increasing size, which scale as \( a^2 \) with the mother drop radius, one can keep the size of the mother drop constant while changing the dimensionless parameters (\( Re, Ca, Pe, Ch \)) appropriately. With this approach the resolution of the drops remains constant as \( a/a_c \) increases. The results of the simulations of the case with \( \lambda = 1 \) and an undeformed mother drop size \( a = 64 \) [lu] are listed in Table 2. As one can see, \( V_d/V_c \) increases with \( a/a_c \), just as it does in Khismatullin et al. (2003) at Re=1 and Re=50. The saturation is not as clear as in Khismatullin et al. (2003) which could be due to inadequate resolution in the neck region and of the daughter drops as \( a/a_c \) increases. With increasing \( a/a_c \) (i.e. the capillary number \( Ca \)) the fraction of the mother drop volume in the neck region increases making the resolution of this slender region more important (see the difference between the neck regions in Figs. 11 and 12).

As demonstrated, for instance, by Zhao (2007) for creeping flow, the breakup process depends on the viscosity ratio and capillary number. Thus it is of interest to see these dependencies for \( Re = 1 \). Therefore the cases with \( \lambda = 2 \) and 0.1 have been studied at \( Ca = 1.2Ca_c, Ca = 1.5Ca_c \), and \( Ca = 2Ca_c \) (and as before \( Re = 10 \)). Based on the experimental observations of Zhao (2007) and our results with \( Ca \approx Ca_c \), at \( \lambda = 2 \), at higher supercritical capillary numbers the drop will elongate more before breakup. Due to the larger elongation, longer simulation domains are required. Unless otherwise stated, the simulations were performed in \( 40a \times 4a \times 2a \) domains (a quarter of the full domain) with an initial undeformed drop radius \( a = 48 \) [lu] and interface thickness \( \xi = 2 \) [lu] (the Cahn number \( Ch \approx 0.04 \)). The mobility coefficient \( I \) varied from 2 to 6 to keep the Peclet number in the range 5–7.

To assess the accuracy of the method at the lower mesh resolution (drop radius \( a = 48 \) [lu]; previously it was 64) the critical \( Ca \) for \( \lambda = 0.1 \) and 2 were determined and compared to the higher resolution results. The comparison is presented in Table 3. The deviation of \( Ca \), obtained at \( a = 48 \) and 64 is 0.5% and 2% for \( \lambda = 0.1 \) and 2, respectively. Good agreement is therefore demonstrated, and the lower resolution was used for further studies. Since the critical capillary numbers determined at higher mesh resolution are more accurate, their values were used in setting \( Ca \) in the simulations at the higher supercritical capillary numbers.

Drop breakup at \( Ca = 1.2Ca_c \) for \( \lambda = 2 \) and 0.1 is shown in Fig. 12(a) and (b), respectively. The deformation happens in the same manner as it does at the lowest supercritical capillary number. The drop breaks by the end-pinching mechanism. In both cases five fragments are formed after breakup. Two sub-satellites appear upon retraction of the satellite drop after the bridge breaks. Additionally, the drops are broken at different angles: compare the location of the daughter drops and sub-satellites for \( \lambda = 2 \) and 0.1 at the last frames in Fig. 12.

Zhao (2007) experimentally investigated drop breakup in dilute Newtonian emulsions in simple shear creeping flow over a wide range of viscosity ratios \((0.0017 < \lambda < 3.5)\). It was demonstrated that a drop at \( Ca > Ca_c \) is broken under steady shear by the end-pinching mechanism into two equal sized daughter drops (and possible satellite and sub-satellites) for the entire range of viscosity ratio studied. Our results of drop deformation and breakup at the higher Reynolds number of \( Re = 10 \) at \( Ca \approx Ca_c \) and \( Ca = 1.2Ca_c \) are in line with these observations at lower \( Re \). However, inertia changes the initial stages of drop deformation: it induces two vortices inside the drop and the drop loses its symmetry across the mid-plane. In contrast to this, under creeping flow conditions the initially spherical drop is deformed into an ellipsoid. The rest of the breakup process occurs in the same manner in both cases: the drop stretches forming a neck in the middle. Eventually the neck breaks after thinning and the drop disintegrates into two daughter drops separated by smaller satellite and sub-satellite drops. In addition it was outlined by Zhao (2007) that as \( \lambda \) decreases, the ends of the deformed drop become more slender and increasingly pointed. Similar behavior is seen at our higher Reynolds number (compare the drop ends in Fig. 11 for \( \lambda = 2 \) and \( \lambda = 0.1 \)).

The drop breakup processes at \( Ca = 1.5Ca_c \) when \( \lambda = 2 \) and 0.1 are presented in Fig. 13(a) and (b), respectively. The initial drop
deformation happens in the same manner as it does for lower capillary numbers for each viscosity ratio. At $T = 22.6$ the drop with $\lambda = 2$ starts necking while the drop when $\lambda = 0.1$ is still elongating. Because of the high viscosity of the dispersed phase ($\lambda = 2$), the drop is significantly stretched. As a result the bridge thins forming two necks ($T = 31.5$), and then the drop ends pinch off ($T = 33.6$). The daughter droplets move away from each other. The central thread retracts after breakup, forming satellite drops at both ends ($T = 35.9$). At later time, the thread is broken by the end-pinching mechanism. In the end, eight fragments are produced after breakup ($T = 39.1$). When $\lambda = 0.1$, the drop is less elongated compared to the case with $\lambda = 2$. After the first breakup event ($T = 32.7$) the fragments move slowly away from each other while the central portion of the drop retracts. The neck formed in the middle ($T = 34.7$) is not thin enough to break. Eventually only five fragments are formed. Thus shear of a more viscous drop at $Ca = 1.5Ca_c$ produces more drops than shear of a less viscous drop. In addition, daughter droplets move away faster from each other when $\lambda = 2$ compared to $\lambda = 0.1$.

It is necessary to note that small satellite and especially sub-satellite drops disappear quickly after formation (e.g. see Fig. 13(a) frames at $T = 37.9$ and $T = 39.1$). That means higher mesh resolution, i.e. larger initial drop radius in lattice units, is required to resolve drops of this size (see Komrakova et al., 2014 for details, where it was shown that increasing resolution allows smaller drops relative to the initial drop size to remain). Additionally, the domain length for the case with $\lambda = 2$ is not enough (the drop wraps around the ends of the periodic domain, see last frame in Fig. 13(a)). Nevertheless, the drop breakup in the domain center is not affected by this event.

The drop breakup process at $Ca = 2Ca_c$ and $\lambda = 0.1$ is shown in Fig. 14. The drop is broken into nine fragments by repetition of the end-pinching mechanism. As noted by Zhao (2007) in Stokes flow, the drops deform into longer threads with increasing capillary number. The same conclusion holds at $Re = 10$ for viscosity ratios of 0.1 and 2.

If a drop with $\lambda = 2$ is sheared at $Ca = 2Ca_c$, significant elongation is expected before breakup. Moreover, a thin cylindrical thread is expected to appear. In order to resolve small fragments and avoid influence of horizontal periodicity, it is necessary to run this simulation in a longer domain and with a higher mesh resolution. Therefore an undeformed drop radius of $a = 64$ [lu] and a $91.5a \times 4a \times 2a$ simulation domain were chosen. The results are presented in Fig. 15.

As expected, the high $\lambda$ and $Ca$ values cause the formation of a long thin thread that connects the drop ends ($T = 65.8$). After the first breakup by end-pinching, two daughter droplets appear. Next, the thread breaks by the end-pinching mechanism again, producing drops of almost equal size but slightly smaller compared to the first drops. Eventually, the cylindrical thread stretches sufficiently that capillary wave breakup occurs ($T = 100.3$) due to the growth of axial fluctuations in the thread diameter (Marks, 1998). Moreover, this event produces drops of equal size ($T = 105.1$). Enlarged images of the capillary wave breakup event are presented in Fig. 16.
Fig. 16. Capillary wave breakup at $Ca = 2Ca_f$ and $\lambda = 2$ (the images show a portion of the full domain).

5. Conclusions

A free energy lattice Boltzmann method was used to perform three-dimensional simulations of single liquid drops suspended in another liquid and subjected to simple shear flow. The guidelines presented by Komrakova et al. (2014) were used to choose the parameters of the numerical method. In this paper, the influence of dispersed phase viscosity on the behavior of sheared drops with inertia (Re = 10) was investigated.

A validation simulation of stratified shear flow was conducted to show that the numerical method can handle viscosity ratios (dispersed phase viscosity over continuous phase viscosity) in the range $\lambda = 0.1–2$. The results at worst deviated $2.5\%$ from the analytical solution at $\lambda = 2$ and were within $1\%$ for the rest of the $\lambda$ values.

High resolution simulations were performed over the range of viscosity ratios $\lambda = 0.1–2$ at different capillary numbers. The critical capillary number $Ca_f$ for every $\lambda$ was determined. The $Ca_f$ value decreases as $\lambda$ increases. At the highest subcritical capillary number, the drop becomes less elongated and more oriented towards the vertical axis with increasing viscosity ratio. Unlike creeping flow, at Re = 10 two vortices form inside the drop and loss of symmetry across the mid-plane of the drop is observed.

The results show how the breakup process depends on the viscosity ratio and the capillary number. High $\lambda$ values result in significant drop elongation before breakup. However, the elongation depends on the specified capillary number. Breakup due to end-pinching was observed in every simulation performed: ‘bulls’ form at the ends of the stretched drop and eventually pinch off. The first breakup event produces the largest daughter droplets for every viscosity ratio considered. Depending on the volume of the center portion of the drop, further breakups might occur. The number of fragments is a function of the viscosity ratio and capillary number. As $Ca$ increases the number of produced fragments increases. More fragments are formed for higher $\lambda$ at a given ratio between specified capillary number and the critical capillary number corresponding to each $\lambda$. For $\lambda = 0.1$ drops only break by the end-pinching mechanism at $Ca_f \leq Ca \leq 2Ca_f$. When $\lambda = 2$ at $Ca = 2Ca_f$ the thread becomes sufficiently elongated that capillary wave breakup occurs. Thus the necessary condition for the capillary wave breakup is a sufficiently high capillary number (for given $\lambda$) to stretch the drop to a sufficient thinness. For the low viscosity ratio $\lambda = 0.1$, $Ca = 2Ca_f$ is insufficient to break the drop by the capillary wave breakup mechanism.

At the lowest supercritical capillary number, the rate of drop elongation during the initial stage of deformation increases as $\lambda$ decreases. The time needed to break the drop is related to the orientation of the bridge that connects the ends of the drop. The bridge volume decreases as $\lambda$ decreases.

The results of the present study can find industrial applications, such as in the production and processing of emulsions and liquid–liquid dispersions. In these processes, the drop size distribution of the final product is of great importance. The proposed numerical method could be used to determine the drop size distribution (DSD) of given liquids and shearing conditions. Alternatively, the shearing conditions required for a desired DSD can be estimated. For instance, capillary wave breakup produces drops of equal size. Knowledge of the conditions when this breakup mechanism occurs may improve the efficiency of monodisperse emulsion production. Moreover, the sizes of the daughter droplets formed as a result of the breakage event for $\lambda = 0.1$ at $Ca = 2Ca_f$ are nearly monodisperse. This phenomenon can be used for production of monodisperse emulsions in a device as simple as a colloid mill, representing a narrow gap Taylor–Couette device.
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