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Introduction 

This book grew out of a graduate course which I gave at Yale 

University in the spring semester of 1983. The aim of this course was 

to make some recent results in modular representation theory accessible 

to an audience ranging from second-year graduate students to established 

mathematicians. 

The material covered has remarkably little overlap with the 

material currently available in textbook form. The reader new to 

modular representation theory is therefore encouraged also to read, for 

example, Feit [51], Curtis and Reiner [37,38], Dornhoff [44], 

Landrock [65], as well as Brauer*s collected works [16], for rather 

different angles on the subject. 

The first of the book's two chapters is intended as background 

material from the theory of rings and modules. The reader is expected 

already to be familiar with a large proportion of this, and to refer 

to the rest as he needs it; proofs are included for the sake of 

completeness. 

The second chapter treats three main topics in detail. 

(i) Representation rings. 

(ii) Almost split sequences and the Auslander-Reiten quiver. 

(iii) Complexity and cohomology varieties. 

1 hope to impress upon the reader that these three topics are 

closely connected, and to encourage further investigation of their 

interplay. 

The study of modular representation theory was in some sense 

started by L. E. Dickson [40] in 1902. However, it was not until 

R. Brauer [16] started investigating the subject that it really got off 

the ground. In the years between 1935 and his death in 1977, he almost 

single-handedly constructed the corpus of what is now regarded as the 

classical modular representation theory. Brauer's main motivation 

in studying modular representations was to obtain number theoretic 

restrictions on the possible behaviour of ordinary character tables, 

and thereby find restrictions upon the structure of finite groups. His 

work has been a major tool in the classification of the finite simple 

groups. For a definitive account of modular representation theory from 

the Brauer viewpoint (as well as some more modern material) see Feit 

[51]. 

It was really J. A. Green who first systematically developed the 

study of modular representation theory from the point of view of 
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examining the set of indecomposable modules, starting with his paper 

[54]. Green's results were an indispensable tool in the treatment by-

Thompson, and then more fully by Dade, of blocks with cyclic defect 

groups. Since then, many other people have become interested in the 

study of the modules for their own sake. 

In the study of representation theory in characteristic zero, it 

is customary to work in terms of the character table, namely the square 

table whose rows are indexed by the ordinary irreducible representations, 

whose columns are indexed by the conjugacy classes of group elements, 

and where a typical entry gives the trace of the group element on the 

representation. Why do we use the trace function? This is because 

the maps V ̂»- tr(g,V) are precisely the algebra homomorphisms from the 

representation ring to (E, and these homomorphisms separate representa­

tions. In particular, in this case the representation ring is semi-

simple. This has the effect that we can compute with representations 

easily and effectively in terms of their characters; representations 

are distinguished by their characters, direct sum corresponds to 

addition and tensor product corresponds to multiplication. The 

orthogonality relations state that we may determine the dimension of 

the space of homomorphisms from one representation to another by taking 

the inner product of their characters. 

How much of this carries over to characteristic p, where 

p||G| ? The first problem is that Maschke's theorem no longer holds; 

a representation may be indecomposable without being irreducible. Thus 

the concepts of representation ring A(G) and Grothendieck ring do not 

coincide. The latter is a quotient of the former by the "ideal of 

short exact sequences" A (G,l). Brauer discovered the remarkable fact 

that the Grothendieck ring A(G)/A (G,l) is semisimple, and found the 

set of algebra homomorphisms from this to (E, in terms of lifting 

eigenvalues. Thus he gets a square character table, giving information 

about composition factors of modules, but saying nothing about how they 

are glued together. 

In an attempt to generalize this, we define a species of the 

representation ring to be an algebra homomorphism A(G) -• (E. Even if 

we use the set of all species, we cannot distinguish between modules 

Vi and V2 when V-ĵ  - V2 is nilpotent as an element of A(G) . For 

some time, it was conjectured that A(G) has no nilpotent elements in 

general. However, it is now known that A(G) has no nilpotent elements 

whenever kG has finite representation type (i.e. the Sylow p-subgroups 



of G are cyclic, where p = char(k)), as well as a few other cases in 

characteristic two, whilst in general there are nilpotents (see 

O'Reilly [98] and Zemanek [95, 96] as well as a forthcoming paper by 

J. Carlson and the author). 

The Brauer species (i.e. the species of A(G) which vanish on 

AQ(G,1)) may be evaluated by first restricting down to a cyclic sub­

group of order coprime to p, and then lifting eigenvalues. The 

corresponding concept for a general species is the origin, namely the 

minimal subgroup through which the species factors. We show that the 

origins of a species are very restricted in shape, namely if H is 

an origin then H/0 (H) is a cyclic group of order coprime to p, and 

we show how 0 (H) is related to the vertices of modules on which the 

species does not vanish. \ 

Many of the properties of representation rings and species are 

governed by the trivial source subring A(G,Triv), which is a finite 

dimensional semisimple subring of A(G). Thus we spend several sections 

investigating trivial source modules, and showing how these modules are 

connected with block theory. Instead of developing defect groups and 

Brauer*s first main theorem just for group algebras, we develop them 

for arbitrary permutation modules, and recover the classical case by 

applying the theory to G x G acting on the set of elements of G by 

left and right multiplication. When applied to this case, the 

orthogonality relations 2.6.4 become the ordinary character 

orthogonality relations. 

In ordinary character theory, one of the ways in which the 

structure of the group is reflected in the character table is via the 

so-called power maps, or Adams operations. Namely there are ring 

homomorphisms \|r̂  on the character ring, with the property that the 

character value of g on t^(V) is the character value of g^ on V. 

These are usually given in terms of the exterior power operations A , 

and these operations make the character ring into a special lambda-ring. 

It turns out that for modular representations we must first construct 

the ring homomorphisms \Jr̂: a(G) -• a(G) , and then use them to 

construct operations \^, which do not agree with the exterior power 

operations unless n < p (although they do at the level of Brauer 

characters) , and the \^ make a(G) S> 2'[l/p] into a special 

2 
lambda-ring. It then makes sense to use the t to define the powers 

of a species. As an application of these power maps, we give Kervaire's 

proof that the determinant of the Cartan matrix is a power of p, 

rather than using Brauer's characterization of characters. 
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The next feature of ordinary character theory which we may wish to 

mimic is the fact that the orthogonality relations may be interpreted 

as saying that a module is characterized by its inner products with the 

indecomposable modules. It turns out that this is still true in 

arbitrary characteristic although the proof is much harder. There are 

two sensible bilinear forms to use here, which both agree with the usual 

inner product in the case of characteristic zero. These are 

(V, W) = dimĵ  Hom^gCV, W) 

and <V, W> = rank of 2 g on Homĵ (V, W) . 
g s G 

ic 
There are elements u and v of A(G) with uv = 1, u = v, 
(V, W) =<v.V,W> = <V, u.W> and <V,W>= (u.V, W) = (V, v.W) . It is 

thus easy to pass back and forth between the two inner products, and 

the second has the advantage that it is symmetric. It is not until 

2.18, after we have introduced the almost split sequences, that we can 

prove that these inner products are non-singular on A(G). We do this 

by finding elements '̂ (V) € A(G), one for each indecomposable module 

V, such that < V, T(W) > is non-zero if and only if V = W. These 

elements 'T̂ (V) are called atoms. and they are the simple modules and 

the 'irreducible glues', the latter being related to the almost split 

sequences. Any module may then be regarded as a formal sum of atoms, 

namely the composition factors and the glues holding it together. 

As an application of the non-singularity theorem, in 2.19 we find 

the radical of the bilinear forms clii\ ̂ ^^kG^" ' " ^ °^ A.(G) . 

In section 2.21 we bring together these results on representation 

rings to provide an extension of Brauer character theory. We project 

all the information we have onto a finite dimensional direct summand 

of A(G) satisfying certain natural conditions. We define tables 

T.. and U.. called the atom table and representation table, which 

satisfy certain orthogonality relations. The minimal direct summand 

satisfying our conditions is the summand spanned by the projective 

modules. In this case T.. is the table of Brauer characters of 

irreducible modules, and U.. is the table of Brauer characters of 

projective indecomposable modules. The analogues in the general case 

for the centralizer orders in the Brauer theory are certain algebraic 

numbers which need not be positive or rational. 

We have now reached a position where we would like to understand 

better how to compute inside A(G). This means that we need to 

understand the behaviour of tensor products of modules. One of the 
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most interesting tools we have available for this at the moment is 

Carlson's idea of associating varieties to modules. To each module we 

associate a homogeneous subvariety of Spec H^^(G,k), the spectrum of 

the even cohomology ring of G. These varieties XQ(V) have the 

properties that Xg(V ® W) = Xg(V) U XQ(W) , XQ(V 8) W) = Xg(V) n XQ(W) , 

and if V is indecomposable then the projective variety XQ(V) 

corresponding to XQ(V) is connected. Thus at the level of represen­

tation rings, if X is a homogeneous subset of Spec H^^(G,k), then the 

linear span A(G,X) of the modules V with XQ(V) C_ X is an ideal in 

A(G). 

Generalizing a result of Quillen, Avrunin and Scott [9] have shown 

how to stratify XQ(V) into strata corresponding to restrictions of 

V to elementary abelian p-subgroups E of G. Thus many properties 

of modules are controlled by these restrictions. For example, 

Chouinard's theorem states that V is projective if and only if V+„ 

is projective for all such E. 

The dimension of XQ(V) is an important invariant of V, called 

the complexity, CXQ(V). It measures the rate of growth of a minimal 

projective resolution of V, and the Alperin-Evens theorem states that 

CXQ(V) is equal to the maximal complexity of V̂l'g as E ranges over 

the elementary abelian p-subgroups of G. 

All the results in this area seem to depend on two basic results, 

namely a theorem of Serre (2.23.3) on products of Bocksteins for 

p-groups, and the Quillen-Venkov lemma (2.23.4). In order to prove and 

use these results, we need to introduce the Lyndon-Hochschild-Serre 

spectral sequence, and the Steenrod algebra. The former is introduced 

in section 2.22 without complete proofs, while the latter is introduced 

at the beginning of 2.23 with no proofs at all! This is because 

complete construction of these tools would take us too far away from 

the purpose of this book. However, we do give a very sketchy outline 

of the construction of the Steenrod operations in characteristic two 

in an exercise at the end of 2.23. 

We return to the almost split sequences in sections 2,28 to 2.33, 

and show how these may be fitted together to form a locally finite 

graph (the Auslander-Reiten quiver). We pull off the projective 

modules, since these often get in the way, and are then left with the 

stable quiver. This is an example of an abstract stable representation 

quiver, and the Riedtmann structure theorem (2.29.6) shows that a 

connected stable representation quiver is uniquely expressible as a 

quotient of the universal covering quiver of a tree, by an 'admissible' 

group of automorphisms. This tree is called the tree class of the 
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connected component of the stable quiver. Using an invariant r)(V) 

related to the complexity of V, together with the finite generation 

of cohomology, we prove Webb's theorem (2.31.2), that for modules for 

a group algebra, the tree class of a connected component is either a 

Dynkin diagram (finite or infinite) or a Euclidean diagram. Following 

Webb, we investigate each of these possibilities in turn, and the results 

are summarized in 2.32.6. 

One surprising corollary of Webb's theorem is given in 2.31.5, 

which states that if P is a non-simple projective indecomposable 

kG-module, then Rad(P)/Soc(P) falls into at most four indecomposable 

direct summands. In practice, this module will usually be indecompo­

sable. For the alternating group A. over the field of two elements, 

there is a projective indecomposable module P such that 

Rad(P)/Soc(P) has three summands, but I know of no examples with four. 

We include exercises at the end of most sections. These vary 

substantially in difficulty, from routine exercises designed to 

familiarize the reader with the concepts of the text, to outlines of 

recent related results for which there was not enough room in the text. 

We also include an appendix containing descriptions of the 

representation theory of some particular groups, in order to illustrate 

some of the concepts in the text and provide the reader with concrete 

examples. 

Finally, it is my pleasure to thank all those who made this book 

possible. I would particularly like to thank Richard Parker, 

Peter Landrock, Jon Carlson, Peter Webb and Walter Feit for sharing 

their insights with me, Yale University for employing me during the 

period in which I was writing this book, and Mel DelVecchio for her 

patience in typing the manuscript. 
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Conventions and Abbreviations 

All rings have an identity element, although homomorphisms need 

not take identity elements to identity elements. 

Maps are written on the right. 

All groups are finite, and all permutation representations are on 

finite sets. 

D.C.C. denotes the descending chain condition or Artinian 

condition on right ideals of a ring, or on submodules of a module. 

A.C.C. denotes the ascending chain condition or Noetherian 

condition on right ideals of a ring, or on submodules of a module. 

D marks the end of a proof. 

>^ denotes a monomorphism, and — » denotes an epimorphism. 

<-*- denotes an inclusion. 

\^ denotes the action of a map on an element. 

If H and K are subgroups of a group G, then Z will 

HgK 

denote a sxjm ovfer a set of H - K double coset representatives g in 

G. 

H < G means "H is a subgroup of G", and H < G means "H is 

a proper subgroup of G". N ^ G means "N is a normal subgroup of 
G". 

Note that the index is also an index of notation. 



Section 1 Rings and Modules 

1.1 The Jacobson Radical 

Let A be a ring and V a A-module. The socle of V Is the 

sum of all the Irreducible submodules of V, and is written Soc(V). 

The radical of V is the intersection of all the maximal submodules 

of V, and is written Rad(V). V is said to be completely reducible 

if V = Soc(V). The head of V is V/Rad(V). 

1.1.1 Lemma 

If V satisfies D.C.C. then V is completely reducible if and 

only if Rad(V) = 0 . In this case, V is a finite direct sum of 

irreducible modules. 

The proof is an exercise, D 

J(A)5 the Jacobson radical of A, is defined to be the inter­

section of the annihilators of the irreducible A-modules, i.e. the 

intersection of the maximal right ideals of A. Let A^ denote A 

as a right A-module (called the regular representation of A). Then 

J(A) = Rad(A ). We say that A is semisimple if J(A) = 0. Note that 

J (A/J (A)) is always zero. 

1.1.2 Lemma 

Any right ideal of A is contained in a maximal right ideal of 

A . 

Proof 

Use Zorn's lemma and the fact that A has an identity element, D 

1.1.3 Lemma 

If a ^ J(A) then 1-a has a right inverse in A. 

Proof 

1 = a + (1-a), and so A = J(A) + (l-a)A . If (l-a)A 7̂  A, 

choose M a maximal right ideal with (l-a)A c_ M (1.1.2). Then 

J(A) c_ M also, so A c_ M, a contradiction, n 

1.1.4 Lemma (Nakayama) 

I f W i s a f i n i t e l y genera ted A-module and W.J(A) = W then 

W = 0. 

Proof 
Suppose W 7̂  0. Choose w, , ..., w generating W with n 

1 n T^ 

minimal. Since W.J (A) = W, we can write ^̂^ ~ 2 n̂-a. with 
n i=i 1 1 

a. e J(A). By 1.1.3, 1-a has a right inverse b in A. Then 
^ n-1 ^ n-1 

w (1-a^) = Z w.a., and so w = ( 2 w.a.).b. This contradiction n n ._-.11 n jt—n-'-i 

David J. Benson: Modular Representation Theory, Lect. Notes Math. 1081, 1-22 (2006) 
DOI 10.1007/bl5289_l © Springer-Verlag Berlin Heidelberg 2006 



proves the lemma. • 

1.1.5 Lemma 

If A is semisimple and satisfies D.C.C. then every A-module is 

completely reducible. 

Proof 

Rad(A ) = O5 so by 1.1.1, -̂^ is completely reducible. Thus any 

module is a quotient of a direct sum of completely reducible modules, 

and is hence completely reducible, D 

1.1.6 Theorem 

If A satisfies D.C.C. then 

(i) J(A) is nilpotent. 

(ii) If V is finitely generated then V satisfies A.C.C. and 

D.C.C. (i.e. V has a composition series), 

(iii) A satisfies A.C.C. 

Proof 

(i) By D.C.C, for some n, J(A)^ = J(A)^^, and if J(A)^ i- 0, 

we may choose a minimal right ideal I with IJ(A)^ 7̂  0. Choose 

a € I with aJ(A)^ ¥• 0. Then I = aJ(A)^ by minimality of I, and 

so for some x € J(A) , a = ax. But then a(l-x) = 0, and so a = 0 

by 1.1.3. 

(ii) Let V^ = V.J(A)^. Then V̂ /V̂ -̂̂  is annihilated by J(A), 

and is hence completely reducible by 1.1.5. Since V is finitely 

generated it satisfies D.C.C. and hence so does '̂ i/̂ i+i- Thus by 

1.1,1, V./V.,, has a composition series, and hence so does V. 

(iii) follows by applying (ii) to A • 

1.2 The Wedderburn-Artin Structure Theorem 

1*2.1 Lemma (Schur) 

If V and W are simple A-modules, then for V ^ W, 

Hom (V,W) = 0, while Hom^(V,V) = End^(V) = E^(V) is a division 

ring. D 
2 

An idempotent in A is a non-zero element e with e = e. 

1.2.2. Lemma 

(i) If V is a A-module and e is an idempotent in A then 

V.e ^ Horn (eA,V). 

(ii) eAe ^ End^(eA). 



Proof 

(i) Define f-̂ :̂ Ve •> Horn (eA ,V) by f^(ve): ea H- vea and 

f^: Hom^(eA,V) -^ Ve by f ̂: \ i^ X(e). Then f-̂  and f̂  are inverse 

module homomorphisms. 

(ii) follows from (i). D 

1.2.3 Theorem 

Let V be a completely reducible A-module with a composition 

series. Write V = V-̂  ® ... ® V^^ with each V. a direct sum of n. 

modules U., e ... te U isomorphic to a simple module U., and 

U^ ^ U. if i 7̂  j . Let Aj_ = End^(Uj_). Then A^ is a division 

ring. End. (V. ) ̂  Mat^ (A.), and End. (V) = e End. (V. ) is semisimple. 
A l n . - L Jx . A l 

Proof 

By 1.2.1, A. is a division ring. Choose once and for all 

isomorphisms ^-i'^ii "̂  ̂ 1• ^°^ given \ € End.(V.), we define 

^1k ^ ̂ i ^^ ^^^ composite map 

U, = U, ,c >̂V, >̂V. ^» U., -̂, U.. 
ij ^ ®ik 

The map X •-> (̂.-î) is then an injective homomorphism 

End, (V. ) -• Mat^ (A.). Conversely, given C^A^^) > we can construct X 
A -L n. 1 J K 

as the sum of the composite endomorphisms 

Finally, End, (V) = e End, (V. ) since if i 7̂  j, 1.2.1 implies that 
A -? A 1 

Hom^(V^,V^. ) = 0. D 
1.2.4 Theorem (Wedderburn-Artin Structure Theorem) 

Let A be a semisimple ring satisfying D.C.C. Then 
r 

A = 0 A., A. ^ Mat (A. ) , A. is a division ring, and the A. 
. _ _ - i l - L n j j - L X J. 

are uniquely determined. A has exactly r isomorphism classes of 

irreducible modules V. with dim (V.) = n.. If A is simple then 
1 A. 1 1 

A '̂  Mat^(A). 

Proof 

By 1.1.5, A. is completely reducible. By 1.2.2 with e = 1, 

A ^ End (A ). The result now follows by applying 1.2.3 to A . D 

Remarks 

(i) Wedderburn has shown that every division ring with finitely 

many elements is a field. 

(ii) If A is a finite dimensional algebra over a field k. 



then each A^ for A/J (A) has k in its centre. If for each i, 

we have A^ = k, then k is called a splitting field for A . 

If k-, is an extension field of k, regarding V -S) k̂  as a 
k 1 

r g> k -module, we have End, (V ® k-, ) ̂  End, (V) S) k, . Thus if k k-L k-j^l^i k j ^ l 

is a splitting field for A , every extension k-, of k is a 

splitting field for I (8> k̂ . An algebraically closed field is a 

splitting field for any algebra over k of finite dimension. 

Exercises 

1. Suppose A is an n-dimensional semisimple commutative algebra 

over (C. Show that the number f(n) of subalgebras of A (containing 

the identity element) satisfies f(l) = 1 and 

f(n+l) = f(n) + n.f(n-l) + (2).f(n-2) + ... + n.f(l) + 1. 

Find f(7). 

2. Suppose k-̂  and k^ are finite extensions of k with k-, 

separable. Show that k. S> k^ is semisimple. Show that if A is a 

finite dimensional semisimple algebra over k and k-, is a finite 
(8> k-, -•- •̂~̂  — 
k 1 

1.3 The Krull-Schmidt Theorem 

A ring R is said to be a local ring if the non-units in R 

form an ideal. 

A A-module V is said to have the unique decomposition property 
if 

(i) V is a direct sum of a finite number of indecomposable 
modules, and 

' m n 
(ii) Whenever V = ® U = © V. with each U. and each V. (̂  0) 

1=1 ^ 1=1 ̂  ^ ^ 
indecomposable, then m = n and after reordering if necessary, U. ̂  V.. 

A ring A is said to have the unique decomposition property 

if every finitely generated A-module has. 

1.3.1 Theorem 

Suppose V is a finite sum of indecomposable A-modules V. with 

the property that the endomorphism ring of each V. is a local ring. 

Then V has the unique decomposition property. 

Proof 
m n 

Let V = ^ Û . = © V̂ . and work by induction on n. Assume 

n > 1. ' Let 



,. :u. C > V ^» V^ 

and p^ :V-j_̂ ^ > V ^» \J^ . 

Then 1„ = 2Pj.a^ :V-, -> V-ĵ . Since End (V-̂ )̂ is a local ring, some 

p.Qj^ is a unit. Renumber so that P-ia-i is a unit. Then U-, ̂  V-, . 

Consider the map |i = 1-0 , where 
n 

e: V ^» V-̂  3^> U-ĵ =̂̂  >̂V ^» ® V^^ >̂ V. 
a-| i=2 

n n 
Then U-, |i = V., and ( © V. )|J. = ® V. , so ji is onto. If W|J.= 0, 

-L -L i=2 J; i=2 ^ 

then w = we and so w e e V. . But then we = 0. 
i=2 ^ 

Thus L̂ is an automorphism of V with U-, [x = V-, , and so 
n n 
© U. = V/U-, ^ V/V, = © V. . • 
1=2 ^ J- -L i^2 ^ 

1.3.2 Lemma (Fitting) 

Suppose V has a composition series and f € End (V). Then for 

large enough n, V = Im(f^) © Ker(f^). 

Proof 

Choose n so that f^: Vf^ -> Vf^^ is an isomorphism. If u 6 V, 

write uf^ = vf^^. Then u = vf^ + (u-vf^) € Im(f") + Ker(f^). If 

uf^ 6 Im(f^) n Ker(f^) then uf^^ = 0, and so uf^ = 0. D 

1.3.3 Lemma 

Suppose V is indecomposable and has a composition series. Then 

End (V) is a local ring. 

Proof 

Let E = End (V), and choose I a maximal right ideal. Suppose 

a ;̂  I. Then E = aE + I. Write l = aX + |j,,\€E, \i € 1, Since p, 

is not an isomorphism, 1.3.2 implies that |j, = 0 for some n. Thus 

a\(l+^L+ .. + (j,̂ "-̂ ) = (l-|j,)(l+ .. + (î ""̂ ) = 1, and so a is 

invertible. a 

1.3.^ Theorem (Krull-Schmidt) 

Suppose A satisfies D.C.C. Then A has the unique decompo­

sition property. 

Proof 

Suppose V is a finitely generated indecomposable A-module. 

Then by 1.1.6 V has a composition series, and so by 1.3.3, End.(V) 

is a local ring. The result now follows from 1.3.1. n 



1.4 Cohomology of Modules 

A module P is said to be projective if given two modules V 

and W and maps \: P -• V and ji: W ->- V with M- epi, there is a 

map V : P -»• W such that 

P 

X commutes. 

W > V > 0 

A module I is injective if given two modules V and W and 

maps X: V -V I and [i: V ->• W with I-L mono, there is a map 

V : W -• I such that 

0 >̂ V — ^ > W 

X I y^ commutes. 

1.4.1 Lemma 

The following are equivalent: 

(i) P is projective. 

(ii) Every epimorphism X: V -• p splits. 

(iii) P is a direct summand of a free module. D 

1.4.2 Lemma 

(i) Suppose 0 >̂ W^ >̂ U^ -^> V >̂ 0 and 

0 >̂ Wp >̂ Pp >̂ V >̂ 0 are short exact sequences, with Pp 

projective, and suppose a factors through a projective module. Then 
W-, © P^ ^ U-, © W^ (This is needed in the proof of 2.27.1). 

(ii) (Schanuel's lemma) Suppose 0 >̂ W, > P-j_ >̂ V >̂ 0 and 

0 >̂ Wp >̂ Pp >̂ V >̂ 0 are short exact sequences with P-ĵ  

and P2 projective. Then W-j_ © P̂  = P-̂. ® ̂ 2' 

Proof 

(i) We construct a pullback diagram 



-> W-, 

i i 
1 I 

-> X. 

\y 
.^^i 
•^?2 -> 0 

1 e .1 

A/ 
0 

Since (1 -apY6)a = 0, we may define 

e = apY + (1 -apr6)6 

Then 9 is a splitting for 6 , and so 

.>-/xl 
-> V -> 0 

-1 

W-̂^ ̂  P2 u^ ^ W2. 

(ii) This follows from (i). 

A map X: U ->• V is called an essential epimorphism if no proper 

submodule of U is mapped onto V by X , and it is called an 

essential monomorphism if every non-zero submodule of V has a non­

zero intersection with Im(f). A projective cover for V is a 

projective module P together with an essential epimorphism X:P -• V. 

An injective hull for V is an injective module I together with an 

essential monomorphism L̂: V -• I. The following theorem contains the 

necessary results about injective hulls and projective covers. 

1.4.3. Theorem 

(i) Projective covers, if they exist, are unique up to an 

isomorphism which commutes with the essential epimorphisms. 

iir^ 

(ii) Injective hulls always exist, and are unique up to an 

isomorphism which commutes with the essential monomorphisms. 

v<1ll 

(iii) The following conditions on a ring A are equivalent : 

(a) Every finitely generated A-module has a projective 



cover, 

and (b) A/J(A) satisfies D.C.C., and any decomposition of A / J ( A ) 

as a direct sum of A-modules (c.f. 1.2.4) lifts to a decomposition of 

\ -
(Note: a ring satisfying condition (b) is called semiperfect). 

Proof, 

(i), (ii) and (iii) (b) =» (a) can be found in Curtis and Reiner 

[38] §6. We shall not need (iii) (a) ^ (b). D 

Note 

We shall see in section 1.5 that if A satisfies D.C.C. then A 

is semiperfect. In section 1.7 we shall see that a finitely generated 

algebra over a complete rank one discrete valuation ring is also 

semiperfect. 

for 

2S(V) 

We write Py for 

its infective hull. 

= Cok:er(V -̂  ly). 

Given a module V, 

infinite exact sequence 

proj 

. . . > P > . 
n ective. 

the projective 

We write S2 

a Erojej3tive 

.. — > P2 — 

i cover of a module 

(V) 

re so! 

-̂  ^1 

= Ker(Py -> 

lution of 

> V — 

V) 

V, and 

and S2~ 

V is an 

-> 0 with ea 

^V 
(V) 

,ch 

= 

P. 
1 

It is clear that every module has a projective resolution, since 

every module is a quotient of a free module. If W is another module, 

we get long sequences (not necessarily exact) 

0 >̂ Hom^(V,W) ——^> Hom^(P-L,W) ——^> Hom^(P2,W) -^— 

and -̂  ^ ^ 

-> Po 8> W ——^> P. >8> W •——> V 0 W >̂ 0 
^3 2 A ^2 ^ A ^1 A 

with ^1^1+1 " ^ ^^^ ^i+l^i " 0* ^® define 

Ext^(V,W) = Ker(6^^^)/Im(6j_) 

and Tor^(V,W) = Ker(8j_)/Im(a^^^) (i > 1). 

The following facts are well known from homological algebra 

(see for example Cartan and Eilenberg ^Homological Algebra^ or 

S. Maclane, 'Homological Algebra*; see also section 2.22): 

(i) The functors Ext^ and Tor^ are independent of the choice 

of projective resolution, in the sense that given two different 

projective resolutions of V, we get natural isomorphisms between the 

two functors Ext. so defined, and likewise for Tor.. A 1 
(ii) A short exact sequence 0 -• V-ĵ  -• V^ -• V^ -• 0 gives rise to 



long exact sequences 

0 > Hom^CV^jW) > Hom^CV^^W) > Hom^ (V-̂  ,W)--j 

^Ext^CV^^W) 

and 

^ V . ^ W >̂ Vo «> W > V^ «) W > 0 

-̂>Tor̂ (V-L,W) > Tor^(V2,W) > Tor^(V^,W)J 

... > Tor^CV^, 

(ill) A short exact sequence 0 -* W-, -> Wp -• W^ -̂  0 gives rise to a 

long exact sequence 

0 > Hom̂ (V,W-ĵ ) > Hoin^(V,W2) > Hom^(V,W^)-v 

^>Ext^(V,W.^) >̂ Ext^CV.W^) >̂ Ext^CV.W^)-^ 

^Ext^CV^W-^) >̂ ••• 

(iv) The elements of Ext.(VjW) may be interpreted as equivalence 

classes of short exact sequences 0->-V-^X->W->-0, two such being 

equivalent if there is a map of short exact sequences 

0 >̂ V >̂ X > W >̂ 0 

II I II 
0 >̂ V >̂ X» — > W > 0 

Note that by the five-lemma, the middle map X -> X' is an isomor­

phism. See also [67 ] III.5 for a similar interpretation of ExtĴ , i > 1. 

We shall study cohomology for group algebras in more detail in 

section 2.22; what we have described here will suffice for our needs 

until then. 

Now let A be an algebra over a field k. If V is a right 

A-module, then V = Homj^(V,k) has a natural structure as a left 

A-module, and vice-versa. If V is finite dimensional as a vector 

space over k, then there is a natural isomorphism (V ) ^ V. If V 

is injective, then V is projective, and vice-versa, since duality 

reverses all arrows. 

In general, projective and injective modules for a ring are very 

different. However, there is a special situation under which they are 

the same. We say a finite dimensional algebra A over a field k is 

Frobenius if there is a linear map X : A -• k such that 

(i) Ker(X) contains no non-zero left or right ideal. 



( a ) 

( b ) 

( c ) 

( d ) 

Proof 
.) We 

-̂  ^(xj? 

V i s p r o j e c t i v e 
V i s I n j e c t i v e 

V i s p r o j e c t i v e 
V i s i n j e c t i v e . 

def ine a l i n e a r map 
') . Then i f y e A , 

cp : A^ >̂ (^A) v i a 

y[(x(p)Y] = (Yy)(x(p) =x(xry) 

10 

We say that A is symmetric if it satisfies (i) together with 

(ii) For all a, b s A, X(ab) = \(ba). 

1.4.4 Proposition 

Let A be a Probenius algebra over k. Then 

(1) (/)*^A^ • 

(ii) The following conditions on a finitely generated A-module 

are equivalent. 

and 

xcp : 

y[(xY)cp]a so cp is a homomorphism. By the defining property of X , 

cp is injective, and hence surjective. 

(ii) It follows from (i) that V is projective if and only if 

V is projective, so that (a) and (c) are equivalent. Wv have 

already remarked that (a) «» (d) and (b) « (c) hold for all finite 

dimensional algebras. D 

Remarks 

(i) If A is the group algebra of a finite group (see 2.1), 

then A is symmetric, with X: 2a .g -> a-,. Then since 
-1 X((2a .g).g ) = a , property (i) is satisfied. Property (ii) is 

g g 

clear. 

(ii) If A is Frobenius, and V has no projective direct 

summands, then Py = \(Y)' ^^^ ^° 25(S2(V)) = V. Similarly 

S2(2S(V)) ̂  V. 

(iii) See the exercise to 1.5 for a property of symmetric 

algebras not shared by all Frobenius algebras. 

Exercises 

1. Let A be a finite dimensional division ring over its centre 

K. Show that [A,A] = span({ab - ba | a, b e A }) is properly 

contained in A (Hint: let K^ be a maximal subfield of A . Then 

A S> K-j_ ̂  Matĵ (K-̂ ), and so [A | K-̂ , A ^ K-̂ ] ^ A S> K-̂ ) . Deduce 

that every finite dimensional semisimple algebra over a field k is 

symmetric. 

2. Show that if V and W are finitely generated ^'-modules, 

then Tor^(V,W) = 0 for n > 1. Find Tor̂ (2'/mZ', Ẑ /n2') . 



1.5 Idempotents and the Cartan Matrix 

Recall that an Idempotent in A is a non-zero element e with 
2 

e = e. If e is an idempotent than so is 1-e. Two idempotents e-. 

and ep are said to be orthogonal if -̂162 = ©p^l ~ *̂ ^^ idempotent 

e is primitive if we cannot write e = ê  + e^ with e-, and ep 

orthogonal idempotents. 

There is a one-one correspondence between expressions 

1 = e-, + . . + e with the e. orthogonal idempotents, and direct 

sum decompositions A. = A-, © . . ® A of the regular representation, 

given by Â ^ = ê Â. Under this correspondence, e. is primitive if 

and only if Â ^ is indecomposable. 

1.5.1 Theorem (Idempotent Refinement) 

Let N be a nilpotent ideal in A , and let e be an idempotent 

in A/N. Then there is an idempotent f in A with e = F. 

Proof 

We define idempotents e. e A/N inductively as follows. Let 
i e-ĵ  = e. For i > 1, let a be any element of A/N with image 

e. T in A/N^"^. Then a^ - a e N ^ " V N ^ , and so (a^-a)^ = 0. Let 
2 ^ i-1 

ê ^ = 3a - 2a-'. Then e^ has image ê __̂  in A/N , and 

e^ - e^ = (3a^-2a^)(3a^-2a^-l) 

= -(3-2a)(l+2a)(a^-a)^ = 0. 

If N^ = 0, we take f = e . n 

1.5.2 Corollary 

Let N be 

the e. primitive orthogonal idempotents in A/N. Then we can write 

1 = f^ +_ 

A and f, 

Let N be a nilpotent ideal in A . Let 1 = e-ĵ  + . . + e with 

Then we can 

1 = f-. + ..+ f with the f. primitive orthogonal idempotents in 

î "i-

Proof 
f ! t 

Define f. inductively as follows. f-, = 1, and for i > 1, f. 

is any lift of e^ + e .̂-, + . . + e to an idempotent in the ring 

<-l^<-l- Then f'f'^, = f'̂ ^ = ^l^A-^ Let f̂  = f̂  - r[^^. 

Clearly fj_ = e^. If j > i, f. = ^i+i^i^i+i* ^^^ ^° 

l̂̂ J = (< - ' U K ^ l ' A ^ l = °- similarly f^q = 0. o 
Now for the rest of section 1.5> suppose A satisfies D.C.C. 

Then by the Wedderburn-Artin structure theorem (1.2.4), we may write 
A/J(A) = ® A., A ^ Mat (A.). Let V. be the irreducible 

1=1 1 1 ^i ^ ^ 
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A-module corresponding to A., so that V. is an n.-dimensional 

module for A j_. Then A^ = V^^ ® . . ® V^ with V. . ̂  V. . 

Corresponding to this decomposition of A/J(A) we have a primitive 

orthogonal idempotent decomposition 1 = e-|_ + .. + e . By 1.5.2 we 

may lift this to a primitive orthogonal idempotent decomposition 

1 = f^ + .. + f̂  in A, since J (A) is nilpotent by 1.1.6. Letting 

Sj_ = f j_A , we have A^= S-̂^ ©..* S^. By the Krull-Schmidt theorem 

(1.3.5) and 1.4.1, every projective indecomposable module is 

isomorphic to one of the H.. We say that the 3. are the principal 

indecomposable modules for A (PIMs for short). 

Prom this description, we see that S./H.J(A) is an irreducible 

module, and so Ŝ ^ has a unique maximal submodule. Moreover, the 

definition of a projective module ensures that any isomorphism 

S^/S^J(A) ^ H./a.J(A) lifts to a pair of maps H. -• H. and 

S. -• Sj. . The composite is not nilpotent, so by Fitting^s lemma (1.3.2) 

it is an isomorphism. Thus there are as many non-isomorphic PIMs as 

there are irreducible modules. If V. are the irreducibles, write 

P. for the corresponding PIMs. Thus we have shown that 

h ^ J, "1̂ 1 • 
In particular, we have shown that if A satisfies D.C.C. then A is 

semiperfect, and so every module has a projective cover (see 1.4.3)3 

namely the unique projective module with isomorphic head. 

We say that two primitive idempotents e and ê  in A 

are equivalent if they lie in the same Wedderburn component of A/J(A), 

or equivalently if eA and e A are isomorphic PIMs. 

na -1.5.3 Lemma 
\A^ if i = j 

Hom^(P.,V.) = ̂ Q otherwise 

Proof 

Every homomorphism from P. to a simple module factors through 

1.5.4 Lemma 

Dim, Hom,(P.,V) is the multiplicity of V. as a composition 
A. A 1 1 

factor of V. 

Proof 

Use 1.5.3 and induction on the composition length of V. An 
f 

exact sequence 0->-V -J-V-^V. ->-0 induces an exact sequence 

0 H. Hom^(P^,V') -̂  Hom^(P^,V) -> Hom̂ (P̂ ,V̂ . ) -̂  0 . D 
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The Cartan invariants of A are defined as 

= multiplicity of V. as a composition factor 

of P. . 

The matrix c^. is called the Cartan matrix of the ring A . 

In general, the matrix c^. may be singular (e.g. A = (P„Ŝ /J(tF̂ Ŝ ) ) . 

We shall see in section 2.11, however, that this never happens for 

group algebras of finite groups. In fact, in 2.16.5 we shall show 

that the determinant of the Cartan matrix of a group algebra over a 

field of characteristic p > 0 is a power of p. 

Finally, we shall need the following result. 

1.5.5 Lemma (Rosenberg) 

Suppose e is a primitive idempotent in a ring A satisfying 

D.C.C., and e e l3_ + . . + I^ with the I. two-sided ideals. Then 

for some j , e e I,- • 

Proof 

By 1.2.2, eAe ̂  End (eA). By 1.1.6 and 1.3-3 this is a local 

ring. Each ei.e is an ideal in eAe, and so for some j, 
J 

e e eI.e c_ I. . D 

Exercise 

Suppose A is a symmetric algebra. Let e be a primitive 

idempotent in A and let P = eA be the corresponding PIM. Thus 

V = P/Rad(P) and W = Soc(P) are simple. Use the map \ to show 

that We 7̂  0. Show that there is a non-zero homomorphism from P to 

W. Deduce that V ̂  W. 

Using the dual of lemma 1.5.̂ 3 show that if A is a symmetric 

algebra and k is a splitting field, then the Cartan matrix for A 

is symmetric. 

1.6 Blocks and Central Idempotents 

A central idempotent in A is an idempotent in the centre of A. 

A primitive central idempotent is a central idempotent not expressible 

as the sum of two orthogonal central idempotents. There is a one-one 

correspondence between expressions 1 = e-, + . . + e_ with e. 
_L b 1 

orthogonal central idempotents and direct sum decompositions 

A = B, ® . . cD B of A as two-sided ideals, given by B^ = Aê .̂ 

Now suppose A satisfies D.C.C. Then we can write 
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A = B, ® . . ® B wi th the B. Indecomposable as two-s ided i d e a l s . 

1.6.1 Lemma 

This decomposition is unique; i.e. if 
f T 

A = B-, ® . . S B = B-, tB . . ® B, then s = t and for some permutation 

a of {1, .. , s} , B^ = B^^^^ . 

Proof 
! f f 

Write 1 = eT + .. + e^ = eT + .. + e, . Then e.e. is also a 1 s i t 1 J 
central idempotent (or zero) for each i, j. Thus 

f t f t 

e. = ^i^i + •• + ®i^t' ̂ ° that for a unique j, e. = ê ê. = e,-• ° 

The indecomposable two-sided ideals in this decomposition are 

called the blocks of A . 

Suppose V is indecomposable. Then V = Ve. ® .. e Ve shows 

that for some i, Ve. = V, and Ve. = 0 for j 7̂  i. We then say 

that V belongs to the block B.. Thus the simples and PIMs are 

classified into blocks. Clearly if a module is in a certain block, 

then so are all its composition factors. Thus if V. and V. are 

in different blocks, then c.. = 0. 

The central primitive idempotents are thus also called the 

block idempotents. 

If A is a finite dimensional algebra over a splitting field k, 

the algebra homomorphisms co: Z(A) -• k are called the central 

homomorphisms. 

1.6.2 Proposition 

(i) Let Z(A) be the centre of A . Then 

Z(A) = Z(A)e-L © . . © Z(A)eg 

is the block decomposition of Z(A). Each Z(A)e. is a local ring, 

and we have an inclusion map 

Z(A)e^/J(Z(A)e^)CH- End^(V) 

for each irreducible A-module V in B.. 

(ii) Suppose A is a finite dimensional algebra over a 

splitting field k. Then k is also a splitting field for Z(A), 

and in particular 

Z(A)ej_/J(Z(A)e^) ̂  k. 

There is a one-one correspondence bet-ween central homomorphisms (a^ 

and blocks B^, with the property that cô (e.) = 6... 

Proof 

(i) A decomposition of 1 as a sum of central idempotents in A 
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and in Z(A) are the same thing, so that 

Z(A ) = Z(A )e-L ® . . ® Z(A )eg 

is the block decomposition of Z(A). By 1.2.2(ii) and 1.3.3, since 

Z(A) is commutative, we have that Z(A)e, ̂  End„^A'Z.{A)e.) is a 

local ring. 

If V is an irreducible A-module in B., then Z(A)e. acts 

non-trivially on V as endomorphisms, since e. acts as the identity 

element. Thus we have a non-trivial map 

Z(A)e^ -. End^(V). 

Since Z(A)e^ is a local ring and End (V) is a division ring, 

this induces an injection 

Z(A)ej_/J(Z(A)ej_)^ End^ (V) . 

(ii) If k is a splitting field for A, then we have maps 

kc* Z(A)e^/J(Z(A)ej^)<^ End^ (V) = k 

whose composite is the identity. Thus Z(A)/J(Z(A)) is a direct sum 

of s copies of k, and the central homomorphisms co. are simply 

the s projection maps. Hence cOj_(e.) =6... D 

Exercise. 

Show that every commutative algebra satisfying D.C.C. is a direct 

sum of local rings. 

1.7 Algebras over a Valuation Ring 

Let R be a complete rank one discrete valuation ring in 

characteristic zero (e.g. a p-adic completion of an algebraic number 

ring) and let (IT) be its maximal ideal. Let R denote the field of 

fractions of R, and let R = R/Crr) be a field of characteristic 

p 7̂  0. We then say that (R,R,R) is a p-modular system. Let A be 

an algebra over R, which as an R-module is free and of finite rank. 

Let A = A ^ R and A" = A «> R = A/A(n), and suppose A is semi-
R R 

simple . From now on, when we talk of A-modules, we shall mean 

finitely generated R-free A-modules. Similarly, we only consider 

finitely generated A-modules and J-modules,which are respectively 

called ordinary and modular representations. If V is a A-module, 

we let V = V 8> R as a A-module, and V = V ® R = V/V(TT) as a 

5 - R _ 
A-module. If R is a splitting field for A and R is a splitting 
field for A, we say that (R,R,R) is a splitting p-modular system 
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for A . 

1.7.1 Lemma 

If W is a A-module, there is a A-module X with X = W. 

Proof 

Choose a basis w^, .. , w for W over R and let 

X = w-|A + .. + w A. X is torsion free, and hence free. Choose 

a free basis x-j_, .. , x^. Then the x^ span W and are R 

independent 5 and hence m = n, and W = X 3) R. n 
R 

Such a A-module X is called an R-form of W. In general, 

R-forms are not unique. 

1.7.2 Theorem (Idempotent Refinement) 

(i) Let e be an idempotent in A. Then there is an idempotent 

f in A with e = f . 

(ii) Let 1 = e-, + .. + e with the e. primitive orthogonal 

idempotents in A. Then we can write 1 = f-ĵ  + .. + f with the f. 

primitive orthogonal idempotents in A, and f̂  = ej_. 

(iii) Let 1 = e-, + .. + e with the e. primitive central 

idempotents in A. Then we can write 1 = f-]_ + .. + fg with the 

f^ primitive central idempotents in A, and f. = e.. 

Proof 

(i) We may apply I.5.I to A/A(TT^) to obtain elements f. & A 

whose image in A/ACTT ) is a lift of ^i_i to an idempotent. Then 

the f. form a Cauchy sequence, and we can take f as their limit. 

(ii) Apply the same argument to 1.5.2. 

(iii) Apply (ii) to the centre of A . D 

Thus the decomposition of A- as a sum of PIMs lifts to a 
A _ 

decomposition of A . So given an irreducible A-module V., it has 

a projective cover P. = Q. for some projective A-module Q.. We 

define the decomposition numbers d. . as follows. Let W-,, .. j W 

be the irreducible A-modules, X-̂ , . . , X, be R-forms of them, and 

V-,, .. , V be the irreducible A-modules. We define 

^^ = dim-EndjJ(W^) 

jl̂  = dim^End-(Vj_) 

d, ,/\i. = multiplicity of W^ as a summand of Q.. 

Remark 

Note that when (R,R,R) is a splitting p-modular system, all 

the [i. and |i. are one. 
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Then d̂ .̂ = dimj^HomMQ. ,W^) (see exercise 3) 

= rankp̂ Hom (Q. ,X. ) since Horn (Q. ,X. ) is an R-form for 

= dimHHom—(P.5X.) since Q. is projective, and so 

d. ./|j,. = multiplicity of V. as a composition factor of X. . 

In particular 

^ij = I k̂î kĵ ^̂ k̂ i 

and if (R,R,R) is a splitting system then the Cartan matrix is 

symmetric. 

Note carefully what the above is saying in case (R,R,R) is 

a splitting system. It is saying that the decomposition matrix (d..) 

may be read two different ways up. The columns give the ordinary 

composition factors of a projective indecomposable (tensored with R), 

and the rows give the modular composition factors of the reduction 

modulo (n) of an R-form of the ordinary irreducible. Exercise 3 

shows that the decomposition numbers are well-defined, and so in 

particular the modular composition factors of an ordinary irreducible 

do not depend upon the R-form chosen. 

By 1.7.2(iii), there is a one-one correspondence between blocks 

of A and blocks of A, having the property that if V is an 

indecomposable A-module, then all summands of V are in the block 

corresponding to V. We shall identify corresponding blocks, so that 

we regard all indecomposable A, A and A-modules as falling into 

blocks of A. It is clear that if W^ is in a different block from 

V. then dj_. = 0. 

If (R,R,R) is a splitting p-modular system for A , then given 

an irreducible A-module W. with central homomorphism CO^:Z(A) -• R, 

coj_(Z(A)) £ R (since any subring of R which is finitely generated as 

an R-module is contained in R), and so we get a central homomorphism 

CO. : Z(A) -• R. This central homomorphism determines the block to 

which W. belongs. 

Exercises 

1. ( i ) Let V be a A-module and f e End^(V). Write Im(f*) = 

n Im(f^) and Ker ( f" ) ^ { x e V : V n > 0 3 m > 0 s . t . xf"̂  e V . J ( A ) ^ } . 
n=l 
Using Fitting's lemma (1.3-2) show that V = Im(f'*) ® Ker(f"). 

(ii) Modify the argument of 1.3-3 to show that if V is an 
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indecomposable A-module then End. (V) is a local ring. 

(iii) Apply I.3.I to deduce that A has the unique decomposition 

property. 

2. Check that lemma 1.5•5 holds for primitive idempotents in A . 

3. If P is a PIM for A", show that any two lifts Q-j_ and Q^ 

of P to a A-module are isomorphic (Hint: use exercise 1). 

Deduce that the decomposition numbers are well defined. 

1.8 A Little Commutative Algebra 

We shall occasionally need a little commutative algebra, and so I 

have collected here, for easy reference, all the results that will be 

used. 
t f 

The following is a version of the going-up theorem, and will 
be needed in section 2.9. 

1.8.1 Proposition 

Suppose A is a commutative algebra over an algebraically closed 

field k, and B is integral over A. If X: A ->• k is an algebra 

homomorphism, then there exists an algebra homomorphism y,: B -• k 

such that the restriction of |j, to A is equal to X ( |i is not 

necessarily unique). 

Proof 

We extend \ a bit at a time. Choose b e B\A, and let the 

minimal equation of b be b + a .b + . . + a = 0 , a. sA. 
n-1 o 1 -, 

Since k is algebraically closed, the equation x^ + (a -|X)x -»• 

.. + (a^X) = 0 has a solution x = ̂  in k. We may then send 

< A,b> to k by sending b to ^ . By Zorn's lemma, we may continue 

until we have a homomorphism ^ extending \ . a 

When we come to study Poincare series in sections 2.22 and 2.25 

(see the paragraph before 2.25-17), we shall need the following 

proposition, whose proof I have lifted from Atiyah and Macdonald, 
T t 

Commutative Algebra . 

1.8.2 Proposition 

Suppose A is a commutative graded Noetherian ring over a field 

k, with each Aj_ finite dimensional over k, and M is a finitely 

generated graded A-module. Then the Poincare series, 
P(M,t) = Z t dim, (M. ) is of the form p(t)/ TT (1-t ^ ) , where 

i ^ ^ J=l 
p(t) is a polynomial with integer coefficients and k-,, .. > ^^ 

are the degrees of a set of homogeneous generators of A over A^. 
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Proof 

Suppose A Is generated over A by homogeneous elements 

X-. 5 . . , X of degrees k-ĵ , .. ^ ^Q> and work by induction on s. 

If s = 0, then dim(Mĵ ) = 0 for all large n, and so P(M,t) is a 

polynomial with integer coefficients. 

Now suppose s > 0. Multiplication by x gives an exact 

sequence 

0 >̂ K^ > M^ J!^> „ ^̂  > L >̂ 0, 
s s 

where K and L are the kernel and cokernel of multiplication by x̂ . 
s 

and are hence finitely generated graded ^ [x., .., x -,]-modules. 

Taking Poincare series, we obtain 

k k 
(1-t ^)P(M,t) = P(L,t) - t ^P(K,t) + g(t) 

where g(t) is a polynomial with integer coefficients. The result 

now follows from the inductive hypothesis, n 
Remark 

This result also holds, without change in the proof, if A is 
» » 
graded commutative , in the sense that for homogeneous elements x 

and y, we have 

xy = (_i)deg(x)deg(y) ŷ _ 

This will be the form in which we shall use the proposition. 

Suppose A is a commutative graded Noetherian ring and M is a 

finitely generated graded A-module. Then we write T(M) for the 

degree of the pole of P(M,t) at t = 1. The following proposition 

relates T(M) to the rate of growth of the coefficients dim(M.) 

of P(M,t). This will be used in section 2.31. 

1.8.3 Proposition ^ 

Let f(t) be a rational function of the form p(t)/ TT(1 -t *̂ ) 

= Z a. t"̂ , where the a. are non-negative integers. Let c be the 
1=0 ^ "• 

order of the pole of f(t) at t = 1. Then 

(i) There is a positive number \ such that for all large enough n, 
G-1 

a < Xn , but there is no positive number |j, such that 
c-2 a < [in for all large enough n. 

(ii) The value of the analytic function (rrk̂ ). f (t) (1-t )^ at 

t = 1 is a positive integer. 
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Proof 

The hypotheses and conclusion remain unaltered if we replace f(t) 
k.-l 

by f(t)(l+t+ ..+t "̂  ), and so without loss of generality we may 

assume that each k. is one. We may thus assume that 

f(t) = P(t)/(l-t)°, where p(t) = â t"̂  + .. + a^ satisfies p(l) ̂  0, 

i.e. ttjjj + . . + a^ ?̂  0. Thus 

(n+c-l\ /n+c-2\ /n+c-m+l\ 

c-1 / 1 \ c-1 / "̂  \ ̂ "-̂  / 

is a polynomial in n of degree c-1, thus proving (i). If p(l) 

were negative, then for large n, a would also be negative, and so 

(ii) is proved, D 
Finally, we shall need 1.8.6 in the proof of 2.24.4(xi). 

1.8.4 Lemma 

Let A be a commutative graded ring, I a homogeneous ideal, 

and P̂ -̂ ^ , .. , P̂ ^̂  homogeneous prime ideals. If I ? P̂ ^̂  for 

each 1 < i < r, then there is a homogeneous element in I which 

is not in any of the ?^^\ 

Proof 

We shall proceed by induction on r. The case r = 1 is clear. 

Suppose first that r = 2. Suppose every homogeneous element of I 

is in P̂  '̂  U P . Choose a homogeneous element x of degree j in 

l\P̂ "̂ ^ and y of degree k in l\P^^\ Then x e P̂ ^̂  and 

y e P i and so x + y*' is a homogeneous element of I which is 

not in P̂ -̂ ^ or P^^^ 

Now suppose r > 2 . If p^V£p^^^ for some i < r, we may 

delete p^^^ and the result follows by induction, so we may assume 

P (i) ̂  p(r) ^^^ ^ ^ ^̂  Hence IP^^^.P^^"^^ ̂  P^^^, so by the 

result for r = 1, there is a homogeneous element x of degree j in 

IP^-^\ .P^^"^ \p^^ . By the inductive hypothesis, there is a homo­

geneous element y of degree k in l\(P^ ^ .. P "" ). Suppose 

every homogeneous element of I is in P̂ "̂ ^ U .. U P^^ . Then 

y e P , and so x + y is a homogeneous element which is in I 

but not in any of the P^^ . D 

Notation 

If M is a graded module for a graded ring A, we write M(r) 
t t 

for the twisted module with M(r)^ = M^^^, and the same A-action. 

1.8.5 Lemma 
Let A be a commutative graded Noetherian ring and M a 
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finitely generated graded A-module. Then M has a filtration 

with M^^VM^^"^^ =(A/P^^^)(r^) and P̂ ^̂  (not necessarily distinct) 

homogeneous prime ideals. 

Proof 

Let P̂  '̂  be a maximal element of the set of annihilators of non­

zero homogeneous elements x e M. Then P̂  ^ is a homogeneous ideal. 

If a and b are homogeneous, ab e P̂  , and a /> ? , then 

xa 7̂  0 and xab = 0. Since P̂  ^ - Ann(x) _5Ann(xa)5 maximality of 

P̂ -̂ ^ implies that P̂-*-̂  = Ann(xa), and so b e P̂ "̂ .̂ Thus P̂ "̂ ^ is 

prime. If deg(x) = r-ĵ , then the map a »->" xa is an injection of 

(A/P̂ -̂ ^ )(r^) into M. Let its image be M̂ "̂ .̂ Proceeding in the 

same way for M/M^ \ we obtain an injection of (A/P^^)(r2) into 

M/M̂ -̂ .̂ Let M^^VM^-^^ be its image. Continuing in this way, we 

obtain an ascending chain of submodules 0 = M^ ^ '^ M^^ ^ M^^ ̂  ... . 

Since M satisfies A.C.C., for some t we have M^^^ = M. a 

1.8.6 Proposition 

Let A be a commutative graded Noetherian ring, and M a 

finitely generated graded A-module. Then there is a homogeneous 

element x of positive degree j in A such that for all n 

sufficiently large, multiplication by x induces an injective map 

M -• M _̂. . n n+j 

Proof 

By 1.8.5, M has a filtration M = M^^^ ̂  M^^""^^ ^..^ M^^^ = 0, 

with M^^VM^^"-^^ ^ (A/P^^^)(rj_) and P̂ ^̂  homogeneous prime ideals. 

Denote by I the ideal of A generated by the elements of positive 

degree. By 1.8.4, we may choose an element x of degree j which 

lies in I, but does not lie in any of those p̂-'-'' not containing I. 

For n > max(r. ), suppose u e M^. Suppose u lies in M̂ "̂ ^ but 
r . -J \ 1 n f A \ (A T ^ 

not in M̂ -̂ "" '̂  . Then u has non-zero image u in M^ VM^ ~ ̂  

^ (A/P^^^)(r^), and since n > r̂ ,̂ this implies that P̂ ^̂  ?_ I, 

and so ux 7̂  0. Hence ux 7̂  0, and so multiplication by x induces 

an injection M -• M _j_. . D 
1.8.7 Proposition 

Let A be a commutative graded Noetherian ring with A^ = k, 

and M a finitely generated graded A-module. Then Y(M) is equal to 

the Krull dimension of A/ann(M), i.e. the maximal length n of a 

chain of homogeneous prime ideals 
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A D P^°^ D P^^^ D .. D P^^^ D ann(M). 

(geometrically, this is the dimension of Spec(A/ann(M)) as a variety; 

namely one more than the dimension of Proj(A/ann(M))). 

Proof 

By 1.8.5, we may assume that M = A/P with P prime, and 

without loss of generality P = 0. 

We first show that dim(A) < r(A), by induction on T(A). If 

Y(A) = 0, then P(A,t) is a polynomial, and so A is finite 

dimensional over k. Thus all elements of positive degree are nil-

potent, and hence form the only prime ideal (which is hence zero). 

Now suppose r(A) > 0, and suppose A D P^°^ ^ ... ^ P̂ ^̂  = 0 is a 

chain of prime ideals. Let x be a homogeneous element of degree d 

in p*̂ "̂ \ and let (x) be the principal ideal of A generated by 

X. Then by the inductive hypothesis, n-1 < Y(A/(x)). But x is 

not a zero divisor, and so the exact sequence 

0 >̂ A ^ > A >̂ A/(x) >̂ 0 shows that 

P(A/(x),t) = (l-t^)P(A,t). Thus Y(A/(x)) = Y(A) - 1. 

Conversely, we now show that Y(A) < dim(A). This time we 

proceed by induction on dim(A), which we may since we now know that 

it is finite. If dim(A) = 0, the only prime ideal is the one 

consisting of the elements of positive degree. But zero is a prime 

ideal, and so A is one dimensional, and Y(A) = 0. Now suppose 

dim(A) > 0. Let x be a non-zero homogeneous element of positive 

degree. As before, we have Y(A/(x)) = Y(A) - 1. By the inductive 

hypothesis, there is a chain A ^ P^°^ 3 .. ̂  p^^-D D_ A/(x), 

where n = Y(A). Thus A ^ P^°^ D .. D P^^-D D p^^) = o is a 

chain of length n in A, and so dim(A) > n. n 
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Section 2. Modules for Group Algebras 

Throughout section 2, G will denote a finite group, (R,R,R) 

will be a p-modular system (see section 1.7), k will be an arbitrary 

field of characteristic p, and r will be an arbitrary commutative 

ring with the property that TG has the unique decomposition property 

(see section 1.3); e.g. r e {R,R,R}. 

2.1 Tensors and Homs; Induction and Restriction 

We define the group algebra TG to be the free T-module on the 

elements of G, with multiplication defined as the linear extension 

of the multiplication in G. 

Maschke's theorem [51, p. 91] shows that RG is semisimple, 

and so the theory of 1.7 gives us decomposition numbers and Cartan 

invariants, relating the projective indecomposables, the ordinary 

(i.e. characteristic 0) irreducibles and the modular (i.e. 

characteristic p) irreducibles. 

Note that kG is a symmetric algebra (see remark after 1.4.4). 

Thus projective modules are the same thing as injective modules, and 

the unique irreducible submodule of a projective indecomposable is 

isomorphic to its unique irreducible quotient (1.4.4 and the exercise 

to 1.5). 

Recall our convention (see 1.7) that all TG-modules are 

finitely generated and r-free. If V and W are TG-modules, we 

define rG-module structures on V (8> W and Hom„(V,W) in the usual 

way: 

(v 0 w)g = vg ^ wg 

v(\g) = ((vg"-̂ )\)g 

(v e V, w 6 W, g e G, X 6 Hom^(V,¥)). 
* 

We let r be the trivial TG-module, and define V = Hom^(V,r). 
The following facts are elementary. 

2.1.1 Lemma 

There are natural TG-module isomorphisms 

(i) V ^ W ^ W ^ V 

(ii) V 8) (W-̂  ® W^) ̂  V ® W^ e V (8> W^ 

(iii) (U ̂  V) S» W ^ U «) (V ® W) 

(iv) V «) W ^ Hom^(V,W) 

(this is also an EndpQ(V) - EndpQ(W) bimodule isomorphism) 

(v) (V*)* ^ V. D 

If H is a subgroup of G, and V is a TG-module, we write 

David J. Benson: Modular Representation Theory, Led. Notes Math. 1081, 23-172 (2006) 
DOI 10.1007/bl5289_2 © Springer-Verlag Berlin Heidelberg 2006 
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V̂l-̂  for the restriction of V as a TH-module. If W is a 
G rH-module, we write Wf for the induced module W ^ TG. The 

TH 
following lemmas contain the elementary facts on restriction and 
induction. 

2.1.2 Lemma 

Let V, V-j_ and Y^ be TG-modules and W, W-j_ and Wp be 

TH-modules. There are natural isomorphisms 

(i) (Vi av2)^^^v^^^^V2^^ 

(ii) (V-L ® Y^)^^^ Y^^^ 0 Y^\^ 

(iii) (W-j_ ® ¥2)+^ ̂  W^f^ ® ¥2+^ 

(iv) V «> W+^ ̂  (V>̂ ^ ̂  W)f^ 

(v) (HomJ,(V>̂ Ĵ ,W))f̂  ̂  Homj,(V,Wf^) 

(vi) (Homp(W,V>̂ ĵ ))+̂  ̂  Homp(W+'^,V) . D 

We write (V,W)^ for Homj,^(V,W) and W^ for Homj,Q(r,W), 

the set of fixed points of G on W. 

2.1.3 Lemma (Probenius Reciprocity) 

There are natural isomorphisms 

(i) P^H^G-^^^H'^^^ - (V'^^^)^ 

given by v.Frjr n^^) - 2(vgT a) S» g. (here, the g^ run over 

a set of right coset representatives of H in G, and the 

resulting map is independent of choice of coset representa­

tives) 

(ii) Fr^^(. : (W,V+j^)^ - (Wf^.V)^ 
given by (w ̂  g)Fr^ ̂ (p) = (wp)g. 

Note that this may be interpreted as saying that induction is 

both left and right adjoint to restriction. 

2.1.4 Lemma (Mackey Decomposition) 

Suppose H and K are subgroups of G, V is a TH-module and 

W is a FK-module. 

( i ) Vf 4-^ = ® V^>l' fK. I n t h i s e x p r e s s i o n , g r u n s o v e r a 

^ HgK H^riK 

s e t o f H-K d o u b l e c o s e t r e p r e s e n t a t i v e s i n G, and V^ d e n o t e s 

t h e H^-module c o n j u g a t e t o V by g . 

( i i ) V+^ (8> W+^ ^ •© {Y^^r _ ^ W+ )>h'̂  . D 
HgK H^riK H^flK 



25 

2.1.5 Lemma 

If V-ĵ  and V2 are TG-modules and V-̂  is projective, then so 

is V-, s> Vp. 

Proof 

Use 1.4.1 (iii). n 

2.1.6 Lemma 

(i) (V,W)^ ̂  (r, Hom^(V,W))^ ̂  (r, V* ^ W)^ 

^ (Hom^(W,V),r)^ ̂  (V «) W*, r)^ 

(ii) (U S> V,W)^ ^ (U,V* 8) W)^. • 

Exercises 

1. Let G be a p-group and k a field of characteristic p. Let V 

be a kG-module. Show that G fixes pointwise some nontrivial subspace 

of V. (Hint: first do the case where G is abelian, and then use 

the fact that every proper subgroup of G is properly contained in 

its normalizer). Deduce that there is only one irreducible kG-module, 

and that the regular representation of the group algebra is indecom­

posable. What do the decomposition matrix and the Cartan matrix look 

like? 

2. Let G be S^j the group of all permutations of three objects, 

and R be the ring of 2-adic integers. Write down the character 

table for RG. Find R-forms for each of the irreducible RG-modules 

(c£. 1.7.1). Examine their reductions modulo (2). What are the 

2-modular irreducible representations (i.e. the irreducible 

RG-modules)? Write down the decomposition matrix and Cartan matrix. 

Deduce that RG is isomorphic to the direct sum of Mat2(R) and RH, 

where H is a cyclic group of order 2. 

2.2 Representation Rings 

Since TG has the unique decomposition property (see section 

2.1), we may define a(G) = a„(G) to be the free abelian group on 

the set of indecomposable TG-modules, with multiplication defined on 

the generators by the tensor product, and then extended bilinearly to 

a(G) (see 2.1.1). We then let A(G) = A„(G) = a^(G) «) C. A(G) is 

called the representation ring or Green ring (after J.A. Green) of TG. 

It is a commutative and associative algebra over iC, and the identity 

element is the trivial rG-module r, which we henceforth write as 1. 

As we shall see later, the ring A(G) is in general infinite dimen­

sional, and for r s {R^R} it is finite dimensional if and only if 
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the Sylow p-subgroups of G (p = char(R)) are cyclic. If H Is a 

subgroup of G, we define A^(G,E) to be the linear span In A(G) 

of the elements of the form X - X' -X", where 0 -^ X' -^ X ^ X" -^ 0 

is a short exact sequence which splits on restriction to H (an 

H-split sequence). Then A^(G,H) is an ideal of A(G), and 

A(G)/A^(G,1) is the Grothendieck ring of FG. 

We shall be interested in studying the representation theory of 

G via the study of the structure of a(G) and A(G). We want to 

look at various subrings and ideals in these rings, and see how they 

reflect the structure of the group. Each subring or ideal which we 

define will have an integral version denoted by a small letter a(-), 

a p-local version a(-) ® Z'C—) = a(-), and a complex version 
Z ^ 

a(") «) (T = A(-). 

The first question we may wish to ask is, how are the elements 

of G reflected in the structure of A(G)? Over a splitting field of 

characteristic zero, the answer to this question is easy; the columns 

of the ordinary character table are in one-one correspondence with the 

conjugacy classes of elements of G. Over a field of characteristic 

p, the answer is a little more difficult. Brauer discovered that 

there were certain algebra homomorphisms (see section 2.11), from 

A(G) to X which correspond to the conjugacy classes of p*-elements 

of G. This motivates the following definition. 

If A is a subalgebra or ideal of A(G), a species of A is an 

algebra homomorphism A H- (t. If s is a species and x s A, we 

write (s,x) for the value of s on x. 

2.2.1 Lemma 

Any set of distinct species of A is linearly independent. 

Proof 
r 

Suppose 2 T̂̂ n* ~ ^ is a linear relation among the species of 
1=1 

A with r minimal. Choose y e A such that (s-, ,y) ^ (S^,Y). Then 
r r ± d 

0 = Z a.(s.,x.y) = 2 a.(s.,y)(s.,x) and so 
1=1 ^ ^ i=l ^ ^ ^ 

2 a.((s. ,y) - (s-,,y))s. = 0. This contradicts the minimality of 
i=2 ^ 

r. o 

If A* is a finite dimensional semisimple subalgebra of A with 

species s-,, .. , s , lemma 2.2.1 tells us that we may find elements 

e-,, .. , e such that (s^^ej) = 6^., Then every species has the same 
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2 
value on e. as on e., and zero on e-!̂ -?̂  S-nd so the e. are 

primitive orthogonal idempotents. This gives a direct sum decompo­

sition 
r 

A = ® Ae. 
i=l ^ 

Thus every species of A is a species of some Ae. and is zero on 

the Ae. , j 7̂  i. 

If H is a subgroup of G, we get a ring homomorphism 

r̂  '. A(G) -• A(H) by restriction of representations, and a linear 

map (which is not a ring homomorphism in general) i„ ^: A(H) -> A(G) 
n J a 

given by induction of representations. 

2.2.2 Theorem 

If H is a subgroup of G, then 

(i) A(G) = Im(ijĵ Q) ̂  KerCr^^jj) 

as a direct sum of ideals, 

(ii) A(H) = ImCr̂ .̂ )̂ ® KerCij^^^) 

as a direct sum of vector spaces. 

Proof 

(i) It follows from 2.1.2 that Im(ip̂  Q) and KerCr^ ^) are 

ideals. We proceed by induction on |H|. If |H| = 1, then 

codim(Ker(rQ -,)) = dim(Im(i-, Q ) ) = 1 . Since i-. Q(1) / KerCr^ ^) 

the result follows. So suppose |H| >1, and that for any K < H, 

A(G) = Im(iĵ  ^) + KerCr^ ^) , Then A(G) = 2 Imd^^^^) + fl KerCr^^^^), 
K<H K<H 

and so ImCrĝ jj) = ^Q,n^^l^ ^''^^K.G^^ + ^^^ '̂ ^̂ lm(rQ̂ jj) ̂ ^H.K^" ^^* 

1 = a + b in this decomposition. Then since b = 1-a is invariant 

under NQ(H), we have, by the Mackey decomposition theorem (2.1.4), 

bf -̂TT = |N(̂ (H) :H| .b, and so b e r^ p̂ (Im(i„ Q) ) . Hence 

Im(rQ u) = r^ pj(Im(iĵ  Q ) ) . NOW if X e A(G), choose y e Im(iĵ  ^) 

with xi^ = y+ĵ . Then x = y + (x-y) e Im(ipj ^) + Ker(rQ ^) , 

Now write 1 = a' + b^ in this decomposition. If 

X 6 Im(ijj Q) n Ker(rQ ^) y then x = xa' + xb ̂  = 0. 

(ii) Write A-̂  = Im(rQ ^) and A^ = Ker(i-̂  Q ) . We show by 

induction on |K|, for subgroups K < H, that if M is a TK-module, 
TJ 

then Mf e A2̂  + A2. By the Mackey theorem, 

Mf^+ = 2 M^^ a- ^^ ' 
^ KgH K^nH 
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H „,.H 

K^DH ^ 

If K^ ^ H, then M^^ f^ e A-, + A^ by the inductive hypothesis. 
K^riH ^ "^ 

G H 
Since IVĤ  '*'H ̂  ^1^ some positive multiple of Mf is in A-, + Ap, 
and hence so is Mf . 

Now suppose X e A-, D A2, with x = ^ ^ H * ^^ (^) > ^^ n̂ ŷ assume 

that u e Im(ijj Q ) . Let êh be the idempotent generator of ImCiu p). 

c c c 
Then u = u.e+ = (u>l'„.e)f = (x.e)f . Write e = v+j. + w with 
v̂-TT e A-, and w e Ap. Then 

u = (x.v4'u)f + (x.w)f = x+ .V + u.wf = 0 . a 

2.2.3 Corollary 

Let H < G and let V-, and Vp be TH-modules, and W-, and 

Wp be TG-modules. 

(i) If ^i^^+H - ^2^^^H ^^^^ l̂''̂ ^ - V^t^. 

(ii) If ^i^YL^^ = ^2^H^^ ^^^" ^l^H " ^2^H * 

Proof 

(i) V^f^ - V^f^ 6 Im(ij^ Q ) n KerCr^ ^) ^ 0 by 2.2.2(i). 

(ii) W^+j^ - Ŵ ^̂ H e ^m(rQ pj) n Kerdjj^^) = 0 by 2.2.2(ii). D 

Exercises 

1. Let G be cyclic of order p^, and k a field of characteristic 

p. Show that there are p^ isomorphism classes of indecomposable 

kG-modules V-j_, -•> ^ ^ ^^^^ dim(V^) = i, and 

dim^Hom^Q(V^,V.) = min(i,j). If x = 2a^V^ and y = Zb^V^, define 

(x,y) = Za^b dim^Homj^Q(V^,V.) . For x e (a(G) S>1R)\{0}, show that 

(x,x) > 0. Deduce that a(G) 0 E is semisimple, and hence that 

A(G) is semisimple. (See also exercise 3 of 2.18). 

2. Now let G be cyclic of order p. Then 

2̂ ̂ ^ i ^ pi+l ^\-l if i ̂ P 

Vvp © Vp if i = p . 

Find the species of A(G). 

3. Let G be S^, the symmetric group on 3 letters, and let k 

be a field of characteristic 3. What are the simple kG-modules? 

What are the indecomposable kG-modules? Draw up a table of tensor 
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products of indecomposable modules, and find all species of A(G). 

Display the answer in the form of a * representation table', with rows 

indexed by the indecomposable modules and columns indexed by the 

species. Deduce that A(G) is semisimple. For each subgroup H of 

G, identify Im(ipj Q) and KerCr^ „). For each species s, find the 

minimal subgroups H with KerCr^ „) < Ker(s). Show that there are 

numbers X. e <E corresponding to the species s., with the property 

that for any representations V and W, we have 

dimĵ Homĵ Q(V,W) = 2 (s^,V) (Sj_ ,W* )A^. 

For each indecomposable module V., find an element H. e A(G) with 

2 (Si,Vj)(s^,H*)A^ = 6jk . 

Show that each H. is of the form X - X' -X", for some short exact 

sequence 0 -• X' -> X H- X" -> 0 of kG-modules. 

4. Let k-, be an algebraic extension of k. Show that the natural 

map A, (G) -»> A, (G) given by V •-»- V s> k-, is an injection. (This is 
^ ^1 k -̂  

a special case of the Noether-Deuring theorem, see for example Curtis 

and Reiner[38,p.139].We shall give an unusual proof of this theorem 

in section 2.18). 

5. Let G be a finite group. Define b(G) to be the Burnside Ring 

of G, namely the free abelian group on the set of transitive 

permutation representations, with multiplication defined by forming 

the Cartesian product and decomposing into orbits. Let 

B(G) = b(G) g) (t. 

(i) For each conjugacy class of subgroup H of G, find a 

species ŝ :̂ B(G) -• (T (Hint: look at fixed points). Deduce that 

B(G) is semisimple and that every species is of the form STT for 

s ome H < G. 

(ii) Show that for every H, Sĵ (b(G)) lies in Z'. 

(iii) Show that n s„ : b(G) -^ U W (the products are taken 
(H) ^ (H) 

over conjugacy classes of subgroups H) is an injection whose image 

is a subgroup of index n |Np(H):H| . 

(H) ^ 

(iv) Show that the primitive idempotents in b(G) are in one-

one correspondence with the perfect subgroups of G. In particular 

G is solvable if and only if 1 is the only idempotent in b(G). 
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2.3 Relative Projectlvlty and the Trace Map 

Let H be a subgroup of G. Let {g^i 1 e 1} denote a set of 

right coset representatives of H In G. Suppose U and V are 

rG-modules. Then we define the trace map 

^^H,G- (U,V)^ -. (U,V)^ via 

u.Tr^ p(q)) = 2 ((ugT )(p)g. . n,ur ^ g -J- 1 1 

It Is clear that the map Trxr n is Independent of the choice 
' H G 

of coset representatives. If we consider (U,V) and (U,V) as 
Endp^CU) - Endp^CV) blmodules, then Tr̂ j ̂  Is a blmodule homomorphlsm 
(see 2.3.1(1) & (11)). We write (U^V)^ 'for the Image of Tr„ ̂  

H G n ,(j 

and (UjV) ' for the cokernel. If H Is a collection of subgroups, 

then we write (UjV)-. for the sum of the Images of Tr̂ r Q, H e H , 

and (U,V)^'^ for (U,V)^/(U,V)^ . We also write V^, 

V^^^, V^ and V^'^ for (r,V)^, (r,V)^'^, (r,V^^ and (r,V)"^^ 

respectively. 

2.3.1 Lemma 

(I) If a s (U,V)^ and p e (V,W)^ then 

Tr^^^(a)p = TrH^(,(ap). 

(II) If a e (U,V)^ and p e (V,W)^ then 

aTrH^^(p) = Trj^^G(ap). 

(III) In particular (U,U)ĵ  Is an Ideal In EndpQ(U) . 

(Iv) If U and W are TG-modules and V Is a rH-module, 

then for a e (U,V)^ and p e (V,W)^, 

^^H,G^^)P^H,G^^) = Tr^,G(^P)-

(v) If L < H < G, then Trĵ Q̂̂ ^̂ L̂ Ĥ '̂̂  ̂  " ̂ ^L^G^""^' 
(vl) If H and K are two subgroups of G, then for 

a € Hom„^(U,V), Tr^ p(a) = Z Tr (ag). 
^^ ^'^ HgK H^nK,K 

(vll) If a e Endpĵ (U) and p e Endpj^(U), then 

Tr^ p(a)Tr ^(p) = Z Tr (agp) . 
^'^ ^'^ HgK H^nK,G 

Proof 

(1) - (v) are clear from the definition. 

(vl) For each double coset HgK, let >̂ (g) be a set of right 

coset representatives of H^ fl K In K. Then U {gk: k e X(g)} 
HgK 

Is a set of right coset representatives of H In G. 
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(vil) Trjj,G(̂ )Trĵ ,G(P) = Trĵ ,G(Tr̂ H,Ĝ )̂P̂  ^^^^^^ 

= Tr^ A 2 Tr ^ (ag)p ) by (vl) 
^'^ HgK HTIK,K 

= Tr„ Q( 2 Tr (agp)) by (i) 
^' HgK H^K,K 

= 2 Tr (agp) by (v). D 
HgK H^K,G 

A module V is said to be H-proJectlve or projective relative to 

H If whenever we have a map X: V -• X, and a surjectlon M-: W -• X 

such that as TH-modules there Is a map v: V -• W and X=V|JL, then 

there Is also a TG-module homomorphism v* with X = v»|i . 

0 >̂ X» >̂ W >̂ X >̂ 0 
M-

2.3.2 Proposition (D. G. Higman's lemma) 

Let V be a TG-module and H a subgroup of G. The 

following are equivalent. 

(i) V is H-projective. 

(ii) V is a summand of V+j,̂  

(iii) V is a summand of U+ for some TH-module U. 

(iv) 1^ 6 ImCTrjĵ Qi Endj,jj(V) -̂  Endp^CV)). 

Proof 

(i) »» (11): The defining condition implies that the natural 

surjection Frĵ  gdy^ ): V̂-ĵf -• V splits. 

(ii) =• (iii) is clear. 

(iii) « (iv): Let p = Fr-;3(l^^^).Pr;-l^ (1^^^) e Ena^^(m\) . 

Then by 2.3.1(iv), Tr„ p(p) = 1 p. Thus if 

then Trj^^gO) = ly by 2.3.1(1) & ( H ) . 

(iv)*« (1): Let X: V -• X and [i: \i -* X and v: V -• W 

as in the definition of H-projective. Let 0 e Endpjj(V) with 

Trjj ̂ (e) = ly, and let v* = Trĵ  ̂ (ev). Then 

v'n = Trjj Q(ev)n = Trjj ̂ (evu) = ̂ rĵ Q̂̂ ®̂ ^ * '̂ Ĥ,Ĝ ®̂ ^ " ^ ' ° 

2.3.3 Corollary 

Suppose fe {R,R,R} . If P e Syl (G), then every TG-module 

V is P-projective. 
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Proof 
— 1 For each of r = R, R or R, i ̂ .̂pi exists in T, and so 

2.3.4 Corollary 
n 

Let a e (U,V) . Then the following are equivalent, 

(i) a e (U,V)^ 

(ii) There are an H-projective module W and maps p: U -• W 

and Y • W -• V such that a = py • 

Proof 

(i) =* (ii): Take W = Y^^^^ , and let a = Tr̂ ^ Q C ^ * ) . 

Let p = Frĵ  ̂ (a ) and Y = Fr^ 0̂ -̂ 74- '̂ "̂ ^̂ ^ 
H 

PY = Prjj^Q(a')Pr;^Q(l ) = Tr^^gCa'). 
n 

P 
(ii) =» (i) : Suppose W is a summand of Xf . Let 

p': U -• Wc> Xf^ and Y': Xf^-»WH. V . Then 
p Y 

^^H,G^^^H~G(P'^^^H"G^^'^^ = P'^' = a by 2.3.1(iv). D 

2.3.5 Corollary 

If V, W are FG-modules and V is H-projective then so is 

V 0 W. 

Proof 

Suppose V is a summand of Xf . Then V ^ W is a summand of 

Xf'̂  S> W = (X 0 W+jj)^^. D 

Remark 

Suppose W is a submodule of V, and W and V/W are 

projective. Then V is also projective, since it is isomorphic to 

a direct sum of W and V/W. However, the same is not true if the 

word projective is replaced by H-projective. For example, let G 

be the cyclic group of order four, and let H be the subgroup of 

order two. Then there are four isomorphism classes V^, Vp, V^ and 

V̂i of indecomposable kG-modules, for k the field of two elements. 

Their dimensions are 1, 2, 3 and 4 respectively. Vp and Vh are 

H-projective, while V-, and V^ are not. However, there is a short 

exact sequence 

0 > V2 >̂ V̂ ^ e V3 >̂ V2 > 0. 

Now let G act as permutations on a finite set S, and denote 

fi 
H 

n 
by S the set of fixed points of G on S. Let 
FixQ(S) = {H < G: S"̂  5̂  0} , and denote by fS the FG-permutation 
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module corresponding to S. An exact sequence 0 -> X* -• X -> X" -• 0 

is said to be S~split if the sequence 

0 -> X' ̂  rs -̂  X » rs -̂  X" » rs H- 0 splits. 

2.3.6 Lemma 

A sequence 0 -»• X' -> X ̂  X" -• 0 is S-split if and only if it 

splits on restriction to every H e PIXQCS). 

Proof 

If we write S = U S. as a sum of orbits of G, then the 

sequence is S-split if and only if it is S.-split for each i, so we 

may restrict our attention to the transitive case. Let H be the 

stabilizer of a point z^ in S. If the sequence splits on 
c 

restriction to H, then it is clearly S-split since X ̂  rs = X-^^i . 
Conversely suppose f: X" <8> rs -• X <S> FS is an S-splitting. For 

X e X", write (x ̂  ZQ)f = 2 ^i '̂  ̂ i^ ^^^ ̂^^ ^^o "̂  ̂o * '^^^^ 
z. e S 

f̂ : X" -• X is an H-splitting, since f̂ M. = 1 and 
(xh)fQ = (xh s> ZQ)f = ((x -3. ZQ)h)f = y^h = (xf^)h. D 

We say that a module V is S-proJective or projective relative 

to S if whenever we have a homomorphism W ->- V -»• 0 which is 

S-split, then M- is split. Thus if S is transitive with stabilizer 

H, then V is S-projective if and only if it is H-proJective. In 

general, V is S-projective if and only if it is a sum of H-projective 

modules for H s Pix^^CS), which by 2.3-2 happens if and only if it is 

a direct summand of V ̂  fS. 

and W are TG-modules and V is S-projective then so 

This follows from 2.3.5. • 

We denote by A(G,H) the ideal of A(G) spanned by the H-projective 

modules (see 2.3.5)3 A(G,S) the ideal spanned by the S-projective 

modules (see 2.3.7)> and A^(G,H) (resp. AQ(G,S)) the ideal spanned 

by the elements of the form X - X' - X" where 0-^X»->X-^X"->o 

is an H-split (resp. S-split) sequence. If H is a collection of 

subgroups, we write A(G,H) for the ideal spanned by the A(G,H) 

for H e H, and AQ(G,H) for the intersection of the AQ(G,H) for 

H 6 H . Then clearly A(G,S) = A(G,FixQ(S)) and 

AQ(G,S) = A^{G,¥±XQ{S)), We also write A'(G,H) for A(G,H) where 

H is the set of proper subgroups of H. 

2 . 3 

i s 

. 7 Lemma 

I f V 

V «> W. 

P r o o f 
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2.3-8 Lemma 

Suppose H is a subgroup of G and G acts as permutations on 

S. We let H act on S by restriction of the action of G. Then 

(I) 1J^^Q(A(H,S)) C A(G,S) 

(II) I^^'QCA^CH^S)) C A^(G,S) 

(III) rQ^jj(A(G,S)) c A(H,S) 

(Iv) ^G^H^^o^^'^^^ - ^o^^^^^ 

The Proof Is an easy exercise, D 

We shall see In section 2.15 that In fact for any permutation 

representation S of G, 

A(G) = A(G,S) S Ao(G,S). 

Exercise 

Show that V Is a projective kG-module If and only If V S> V 

Is projective. Deduce that V ̂  W is projective If and only If 

V (8) W Is projective. [Hint: reduce to a Sylow p-subgroup and use 

2.3.2]. 

2.4 The Inner Products on A(G) 

We define two different bilinear forms ( , ) and < , > 

on A(G) as follows. 

If V and W are TG-modules, we let 

(V,W) = rankj,Homj,Q(V,W) = rankj,Homp(. (1, V ^ W) by 2.1.1(lv). 

We then extend ( , ) blllnearly to give a (not necessarily 

symmetric) bilinear form on the whole of A(G). 

Note that (xy,z) = (x,y z), by 2.1.6 (11). 

For r = R or r = Rj the bilinear form ( , ) Is symmetric. 

However, for a field k of characteristic p, ( ? ) Is not 

necessarily symmetric. We thus Introduce another Inner product 

<V,W>= dlmj^(V,W)^ (see 2.3) 

= dlm^^d, V* ^ W)^ by 2.1.1(lv) 

and extend blllnearly to the whole of A, (G). 

Note that <xy,z>=<x,y z> . The relationship between the 

two Inner products ( , ) and < , > Is given In 2.4.3. 

Let Pn = ^^i^kG ^^ ^^^ projective cover of the trivial 

kG-module 1, and let 
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as e lements of A(G) (note t h a t u = v) . 

2 . 4 . 1 Lemma 

The following expressions are equal. 

(i) < V,W >. 

(ii) The multiplicity of (P]_)irG ^s a direct summand of 

Hom^(V,W) = V* 'S> W. 

(iii) (u,Hom^(V,W)). 

(iv) The rank of 2 g in the matrix representation of kG 
ge G 

on Hom^(V,W). 

In particular, < , > is symmetric. 

Proof 

Since each of these expressions is unaffected by replacing V 

by 1 and W by Homi^CVjW), we may assume that V = 1. Also, 

since each expression is additive in W, we may suppose that W is 

indecomposable. We shall now show that each of these expressions is 

1 when W ̂  P-| and zero otherwise. 

(i) If < 1,W>7^ 0, then there is an element a e W with 

2 ag ?̂  0. Let \: P -• W be the projective cover of W, and 
ge G 

write P = nPn e P', where P' has no direct summands isomorphic to 

P-, . Choose an element a-ĵ  + a^ e nP-, ® P' with (a-ĵ  + a^)\ = a. 

Then 2 (a., + a^)g 7̂  0. But 2 â g = 0, since P' has no 
ge G -̂  ^ ge G ^ 

invariant elements, and so ( 2 a^g)X ^ 0. Thus the submodule 
ge G -̂  

spanned by a-. is a copy of P^ whose socle 2 a g is not killed 

g e G 

by X . Since P-, is injective, this means that P-, is a direct 

summand of W, and since W is indecomposable, P-̂ = W. Clearly 
< l,Pi>= 1. 

(ii) This is clear. 

(iii) A homomorphism from P-j_ to W factors through S2~ (1) 

unless W ^ P-j_, since P-j_ is injective. Thus if W ^ P^, (u,W) = 0. 

On the other hand, if W ^ P-, , then any homomorphism P^ ->- W is 

equivalent modulo a multiple of this isomorphism to a homomorphism 

factoring through Ŝ " (1), and so (u,W) = 1. 
(iv) This is clearly the same as (i). 

The symmetry of < , > follows since T-^ - î 
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2.4.2 Proposition 

Let V be an indecomposable kG-module with projective cover Py 

and Infective hull ly. Then we have the following ; 

(i) SS'̂ Ĉl) 0 S(V) ̂  V ® projectives. 

(ii) u.(Py - a(V)) = V = v.dy - S2"-̂ (V)) 

and in particular u.v = 1. 

(iii) u.v = ly - Ŝ '̂ ĈV) 

v.V = Py " S2(V). 

Proof 

We have short exact sequences O H - 1 - > P - ^ S 2 ~ ( 1 ) - > 0 and 

0 -• S2(V) -> Py ->• V -> 0. Tensor the first of these with V, and the 

second with s" (1). Then applying Schanuel's lemma (1.4.2), we get 

(*) ^"-^(1) ^ S2(V) ® P3_ «> V ̂  2'-^{l) <S) Py e V, 

which proves (i). 

Thus as elements of ACG), we get 

u.(Py - a(V)) = P̂ .̂Py - (Pi-Py ~ ^1-^) 

- S2"-̂ (l).Py + S2"-̂ (l). S2(V) 

(note that P-L.S2(V) = ^^.'^Y " -^1*^ since P̂ .V is projective by 

2.1.5) 

= V, by (*) above. 

This statement and its dual prove (ii), and (iii) follows 

immediately. D 

2.4.3 Corollary 

Let V and W be kG-modules. Then 

(i) (V,W) = <v.V,W> = <v,Hom^(V,W)> 

= <V,u.W> = <Hom^(W,V),u> . 

(ii) <V,W> = (u.V,W) = (u,Homj^(V,W)) 

= (V,v.W) = (Hom^(W,V),v). 

(iii) (V,W) = (W,v^.V). 

Proof 

<V,W> = (u,Hom^(V,W)) by 2.4.1(iii) 

= (u.V,W) by 2.1.6(1). 

The rest follow similarly from 2.1.6 and the fact that u.v = 1 

(2.4.2(ii)). • 

2.4.4 Corollary 

Let V and W be kG-modules. 

If V is indecomposable and W is irreducible, then 
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<V,W>= (d dlm^Endj^Q(W) if V = P̂  

otherwise. 

Proof 
< V,W> = (V,v.W) = (V,P, 

V is indecomposable and Pi 

- S2(w)) by 2.4.3 and 2.4.2(iii). Since 

is projective, any homomorphic image of 

W 
lies in 2(W) unless V = P̂  W 

2.4.5 Proposition 

If H < G, then 

(i) 

(ii) 

\ G ^ H ~ ̂ kH 

^kG^H k̂H 

Proof 

We have short exact sequences 0 

and 0 ^(l^kG^H (Pi) 
^^l^kH - ^^l^kH \ E - ' 

l̂ 'kĜ H "̂  -̂ kH 0. Thus (ii) follows from 

Schanuel's lemma (1.4.2) and (i) is proved dually, n 

2.4.6 Corollary 

If V is a kH-module and W is a kG-module, then 

(cf. 2.1.3, Probenius Reciprocity) 

Proof 

<V,W>^j^>= (u^^>Eom^{V,m^)) by 2.4.1 

(û Q4jj,Hom̂ (V,W>̂ ĵ )) by 2.4.5(i) 

(uĴ (.,(Hom̂ (V,W>̂ Ĵ ))>̂ )̂ by 2.1.3(i) 

= (Uĵ (.,Hom̂ (Vf̂ ,W)) by 2.1.2(vi) 

= < Vf^,W by 2.4.1. 

2.5 Vertices and Sources 

Let V be an indecomposable TG-module. Then D is a vertex 

of V if V is D-projective, but not D'-projective for any proper 

subgroup D' of D. A source of V is an indecomposable TD-module 

W, where D is a vertex of V, such that V is a direct summand of 

W+ (cf. 2.3.2). 
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2.5.1 Proposition 

Suppose r 6 {R,R}. 

Let V be an Indecomposable TG-module. 

(i) The vertices of V are conjugate p-subgroups of G. 

(11) Let W^ and W2 be two TD-modules which are sources of 

V. Then there is an element g e NQ(D) with W-, ̂  W^^. 

Proof 

(1) Let D-ĵ  and D2 be vertices of V. Write 

\ ^ \ ^ = ^^D^L.G^^^Tr^^^G^P) ^y 2.3.2 

2 Tr (agp) by 2.3.1 (vll) 

(V,V)^ 

Thus 

for some 

p-groups. 

(11) 

source of 

\^^^D = ^ 

by 

g e 

D^gD^ 

Rosenb 

> G we 

Let W 

V 

DgD 

(cf. 

1 j^g 

erg* s 

have 

be an 

2.3.; 

'flD 

D^^n D^ 

lemma (1.5.5) and minimality of 

D^g = ^2-

IndecompoE 

2). Then 

Thus for 

• By 

sable 

2.3.3, the 

summand of 

verti 

Ŝ 
W is also a summand 

some g 6 N Q ( D ) , , W ^ 

' D-ĵ  and 

.ces are 

which is 

of 

W^^. D 

^? 

a 

If s is a species of A„(G), we define a vertex of s to be a 

vertex of minimal size over indecomposable modules V for which 

(s,V) 7̂  0. 

2.5.2 Proposition 

Suppose r 6 {R,R}. 

(I) If W is an indecomposable module with (s,W) ^ 0 then 

every vertex of s is contained in a vertex of W. 

(II) The vertices of s are conjugate p-subgroups of G, 

Proof 

(i) Suppose D is a vertex of s, and of V with (s^V) ĵ  0. 

If (s,W) 7̂  0, then (s,V (8> W) ?̂  0, and so (s,X) 7̂  0 for some 

indecomposable direct summand X of V ^ W. But every vertex of X 

is contained in both a vertex of V and a vertex of W, by 2.3.5. 

By minimality, D is a vertex of X and is contained in a vertex 

of W. 

(11) follows Immediately from (1). D 

Exercises 

An algebra has finite representation type if there are only 

finitely many isomorphism classes of Indecomposable modules; otherwise 
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it has Infinite representation type. 

1. Show that the group algebra kP of a group P Isomorphic to the 

direct product of two copies of the cyclic group of order p has 

infinite representation type (hint: for k infinite, construct an 

infinite family of non-isomorphic Indecomposable two-dimensional 

representations; then pass down to k finite). 

2. (Harder) Show that the group algebra described in exercise 1 has 

indecomposable representations of arbitrarily large dimension (hint: 

form an amalgamated sum of copies of kP/J (kP), or look at S2^(k)). 

3. Use the theory of vertices and sources to show that the group 

algebra kG of a general finite group G has finite representation 

type if and only if the Sylow p-subgroups of G are cyclic (hint: 

if a p-group is non-cyclic then it has a quotient isomorphic to the 

group P of exercise 1). See also 2.12.9. 

Remark 

The algebras of infinite representation type split further into 

tame and wild. Roughly speaking, tame representation type means that 

the representations are classifiable, whilst a classification of the 

representations of an algebra of wild representation type would imply 

a classification of pairs of (non-commuting) matrices up to conjugacy. 

For a more precise definition, see Ringel's article 'Tame algebras' 

in 'Representation Theory I', Springer Lecture Notes in Mathematics 

no. 831, p. 155. ̂ o^ modular group algebras of infinite representation 

type, it turns out that if char(k) ^ 2, they are all of wild 

representation type. For char(k) = 2, tame representation type 

occurs exactly when the Sylow 2-subgroups of G are dihedral, 

semidihedral, quaternion or generalized quaternion [ 97 ]. 

2.6 Trivial Source Modules 

A module V is a trivial source module if each indecomposable 

direct summand has the trivial module as a source. 

2.6.1 Lemma 

An Indecomposable module has trivial source if and only if it 

is a direct summand of a permutation module. 

Proof 

If V is a summand of '\.y\ , D is a vertex of V, and the 

TD-module W is a source, then W is a summand of 

l̂ +'̂ n̂ = ® 1 D- ''̂ -̂ Since D is a vertex, W = 1̂ ,. D 
^ ^ HgD H^nD 
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We denote by A(G,Triv) the subring of A(G) spanned by the 

trivial source modules. It turns out that this subring controls many 

properties of species. We shall investigate this in section 2.l4. 

In this section we shall study the endomorphism ring of a trivial 

source module, as an example of the theory set up in section 1.7-

2.6.2 Proposition (Scott) 

Let V-. and Vp be the RG-permutation modules on the cosets 

of H-ĵ  and Hp. Then the natural map from Homp.|̂ (V-, ̂ Vp) to 

Hom̂ -QCV-î jV̂ ) given by reduction modulo (IT) is a surjection. 

Proof 

By the Mackey decomposition theorem, HomoQ(V-, ̂ Vp) and 

Hom̂ -p (V-, ,Vp) have the same rank, namely the number of double cosets 

H^gH^. D 

2.6.3 Corollary 

(i) Any trivial source RG~module lifts (uniquely) to a trivial 

source RG-module. 

(ii) If V-, and Vp are trivial source RG-modules, then the 

natural map HomoQ(V^,Vp) -• Homp-Q(V-, ,Vp) given by reduction 

modulo (TT ) is a surjection. 

Proof 

Suppose U is a direct summand of an RG-permutation module V. 

By 2.6.2, the natural map EndT3Q(V) -> End5-Q(V) is surjective. Thus 

by the idempotent refinement theorem (1.7-2), the idempotent 

corresponding to U lifts to an idempotent in Endj^nCV), and U 

is thus the reduction modulo (TT ) of the corresponding direct summand 

of V. 

It now follows from 2.6.2 that homomorphisms between trivial 

source RG-raodules lift to homomorphisms between their lifts. 

It remains to prove uniqueness of the lift. Suppose W-, and 

Wp are two trivial source lifts of U. Then the identity 

automorphism of U lifts to maps W-.<—-Wp whose composite either 

way reduces mod (TT ) to the identity map. Thus by 1.1.3 the 

composites are automorphisms, and the maps are hence isomorphisms. D 

Remark 

2.6.3 may be interpreted as saying that the natural map 

Aj.(G,Triv) -• A^(G,Triv) is an isomorphism. 

For the remainder of 2.6, we assume that (R,R,R) is a splitting 

p-modular system for RG. 
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Let G act as permutations on a set S, and let RS, RS and 

RS be the corresponding RG, RG and RG permutation modules on S. 

Let E = E(S), E^= E(S) and E = E(S) denote the endomorphism rings 

EJ,Q(S) for r = R, R and R respectively. 

Now 1.2.3 tells us that E(S) is semisimple, so that by 2.6.2, 

E, E and E satisfy the conditions required in section 1.7. Also, 

by 1.2.3, since (R,R,R) is a splitting system for RG, it is also a 

splitting system for E, and so we have as E-modules, 

RS - iB dim(V ).X where e runs over a set of primitive central 
e e' e 

idempotents in E, V is the corresponding irreducible RG-module, 

and X. is the corresponding irreducible E-module. As RG-modules, 

we have RS.e = dlm(X^),V^. Indeed, by 1.2.3, as modules for 

E f RG , 

R 
(1) RS = e (X^ S> V^) . 

e ^ ^ 
Now let G act on S x S via the diagonal action 

2 )g = (xg,yg), and write S x s = U S. as G-orbits. 
2 (1) ^ 

k^ = |S^|, and let A^ ^ denote the suborbit map on 23 

(x,y)6Sj_ 

Then the A^^^ form a 2'-basis for End^^CZS), and a F-basis 

for EJ,Q(S) for r = R, R or R. We define a pairing of the 

suborbits i-<-*-i' via 

2 2 

(x,y) e S^ « (y,x) e S^, . 

Then it is clear that 

(2) Tr^^iA^^'h^^h = k^6^j. . 

The following theorem gives the idempotent e in terms of the 

A^ , an expression for dim(V^) and an orthogonality relation. 
2.6.4 Theorem /. , >. /.x 

Z Tr^ (A^^ OA^^Vk^ 

(i) e = dim(x ). -^ ^—TIM m . 
Z Tr^ (A^^ MTr^ (A^^^)/k^ 
i e e 

dim(X ) 
(ii) dim(V ) = ^p-^-^ rj. 

^ Z Tr^ (A^^ ̂ )Tr^ (A^^-^/k^ 
i e e 

(iii) If e 7̂  e» then 

Z Tr^ (A^^'^)Tr (A^^^)/k^ = 0. 
i e' e 
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Proof 

Let e = Z e^A (i) Then by (2), 

On the other hand, (1) gives 

Tr̂ s(Â ''̂ e) = V l 

Hence 

(3) 

Tr^s(A^^'^e) = dim(V^)Tr^ (A^^*^) 

e^ = dlm(V^)Tr^ (A^^'^)/k^ 
e 

But Tr^ (e) = dim(X ), and so 
^e ^ 

dim(V^).Z Tr^ (A^^'^)Tr„ (A^^^)/k, = dim(X^). 
® 1 ^e ^e ^ ^ 

This proves (ii), and substituting back in (3) gives (i). The 

relation (iii) follows since Tr„ (e') = 0 . a 
^e 

A central component of RS is a direct summand of the form 

RS.e where e is a central idempotent in E. A component of RS 

is an indecomposable direct summand, and corresponds to a primitive 

idempotent in E. The central homomorphism cô : Z(E) -*• R determined 

by Xg is clearly just 

w : Z a.A^^^ 1̂  Z a,Tr„ (A^^^)/dim(X^). 
e ^ 1 1 1 ^e ® 

Thus two summands of RS lie in the same central component of RS 

if and only if the values of the corresponding co are congruent 

modulo (n) on Z(E). To calculate the components, however, we need 

information about the decomposition numbers of E. 

Example 

Aj- acting on the vertices of a dodecahedron 

2 
Suborbit maps: 
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Matrices for the adjoint representation of E 

E has four one-dlmenslonal representations and a two-dimensional 

one. The following table gives the matrices for these representations, 

and the associated characters of Ar-, 

Matrix on V^ 

^(1) ^(2) ^(3) > ( 4 ) 

3 3 3 1 

-1 -1 1 1 

-1 -1 -Vs -1 

1 3 

1 1 

1 V5 

1 -A/5 

3 

-1 

1 

1 

A Z-basls for Z(E) Is given by z. ^(1) 

Charact 

lA 2A 

1 1 

5 1 

3 -1 

3 -1 

4 0 

(b5 = 

' ^2 = 

;er of X^ 

3A 5A B* 

i l l 

- 1 0 0 

0 -b5 * 

0 * -b5 

1 -1 -1 

. -1+V5s 
2 ^ 

^(2) ,^(8) 

A(3) ,^(4) 2A (8) A(5) + A(6) + A(8) and 
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Central characters 

'^1 

C02 

"3 

"4 

"5 

^1 

1 

1 

1 

1 

1 

^2 

4 

2 

2b 5 

if 

-1 

Deoomposit 

3̂ 
4 

-4 

4 

4 

-1 

ion 

4̂ 

7 

-1 

-3 

-3 

2 

numbers 

5̂ 
4 

2 

» 

2b5 

-1 

P-

P = 

a 

a 

a 

a 

b 

-Mqcks^ 

2 P = 

a 

b 

c 

d 

b 

3 P = 5 

a 

b 

a 

a 

a 

1 

P = 2 p = 3 

1 0 1 0 0 0 

p = 

^1 

1 

0 

1 

1 

2 

= 5 

W ^2 

0 

1 

0 

0 

0 

commutative 

V^ 1 0 0 1 0 0 

V 1 0 0 0 1 0 

V^ 1 0 0 0 0 1 

V^ 0 1 0 2 0 0 
D 

See also exercise 2 for an example with 

Exercises 

1. Use the argument of 2.2.2 to show that if H is a subgroup of G 

then 

A(G,Trlv) = ljj^Q(A(H,Trlv)) * Ker^(G,Trlv)(rG,H) ' 

2. Let G = Sg^ the symmetric group on eight letters, let 

H = Sj- X S^ be the subgroup fixing an unordered triple of letters, 

and let R be the 2-adic integers. Let S be the set of right 

cosets of H in G, so that S may be thought of as the set of 

unordered triples from the eight letters. 

(i) Show that there are four orbits S^ of G on S x S, 

with k^/|G:H| = 1, 15, 30 and 10, for i = 1, 2, 3 and 4 

respectively. 

(ii) Using the basis Â "̂ ,̂ A^^\ k^^\ A^^^ for E, show that 
(2) in the regular representation of E, Â  is represented as the 

matrix 
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(2) (iii) Find the eigenvalues of a. Deduce that A^ ^ generates 

E, and E is commutative. Thus the irreducible representations of 

E are the central homomorphisms, and the components of RS are the 

central components. 

(iv) Deduce that the representations of E are as follows; 

^1 

"2 

"3 

«1, 

A ( I ) 

1 

1 

1 

1 

^ ( 2 ) 

15 

7 

1 

-3 

, ( 3 ) 

30 

- 2 

-5 

3 

^ ( 4 ) 

10 

-6 

3 

- 1 

(v) Use 2.6.4(ii) to calculate the dimension of the ordinary 

representation V. corresponding to each cô . 

(vi) Show that RS is the direct sum of two indecomposable 

modules, of dimensions 8 and 48. What is the dimension of the 

endomorphism ring of each direct summand? 

See also [11] for further information. 

2.7 Defect Groups 

As in section 2.6, we let G act on a set S, and we let A '̂  

be the standard basis elements of E(S) corresponding to 

S X S = U S ? . We define a defect group of S^ to be a Sylow 
i 

2 
p-subgroup of the stabilizer of a point in S.. This is well defined 

up to conjugacy in G. 

2.7.1 Lemma 
r\ 

If D is a p-subgroup of G, then (RS,RS)p̂  is the linear 
— Ci) 

span in E(S) of the A^ ^ for which D contains a defect group of 

1 

.Proof 

If (Xjy) e S X S, let a be the basis element of 
^RStab ( Y)^^^ corresponding to (x^y), let p be the basis element 

2 
of E5-_̂ (S) corresponding to the D-orbit of (x,y), and let S. be 
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the G"Orbit of ( x , y ) . Then 

T^D^G^P) = Trstabp(x,y),G(^) 

Tr 

tlple of A^^^ if 

Stabj^(x,y) e Syl^(StabQ(x,y)) 

\A non-zero multiple of A^^^ if 

^ otherwise. 

Thus precisely those Â  ^ for which D contains a defect group of 
2 
S. appear as traces of basis elements of E^-p(S). n 

Now suppose e is an idempotent in E(S), Then a defect group 
n 

Of e is a minimal subgroup D such that e e (RS,RS)j^. By 2.3.2 

and the definition of vertex, if e is primitive, a defect group of 

e is the same as a vertex of RS.e . In particular, the defect 

groups of a primitive idempotent are conjugate in G by 2.5-1. 
2.7.2 Proposition 

Suppose e = Ze.Â "̂ '̂  is a primitive idempotent in E(S) with 

defect group D. 
2 

(i) D contains a defect group of each S. such that e^ 7̂  0. 

(ii) There is an i with e. ?̂  0 such that D is a defect 
2 group of S.. 

(iii) Suppose e e Z(E(S)) and R is a splitting field. Let 

CO be the corresponding central homomorphism. If co(Â  "̂) 7̂  0 then 

D is contained in a defect group of Â""" . Thus the defect groups 

of e are the defect groups of each suborbit for which e. 5̂  0 and 

co(Â "̂ '̂ ) i- 0 (there are some since co(e) = 1). 

Proof 

(i) This follows from 2.7.1 and the definition of defect group . 
P 

(ii) Since e is in the sum of the (RS,RS)^, as D' runs over 
2 the set of defect groups of the S. for which e. 7̂  0, Rosenberg's 

lemma (1.5.5) implies that for some such D', (RS,RS)^, = (RS,RS)ĵ . 

By (i), D contains a conjugate of D', and the result follows by 

minimality of D. 

(iii) co(Â ^̂ e) = co(Â ^ ̂  )co(e) 7̂  0, so A^^^e i Rad(eE) . But 

eE is a local ring, so e e A^^^eE c (RS,RS)^ , where D^ is a 
M ) ^ 

defect group of A^ . Thus D. contains a conjugate of D. D 

The Classical Case 

We have an action of G x G on S = {g e G} via 
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(x,y) : g -̂  x"-̂ gy. Then End^^^^^^ (RS) ̂  Z(RG), and the primitive 

idempotents correspond to the blocks of RG. Each orbit of G x G 

on S X S (note carefully how G x G acts on S x S!) contains an 

element of the form (l,g), and Stab^ ̂ (l^g) = diag(CQ(g)). We then 

say that D is a defect group of the block B of RG if diag(D) 

is a defect group of the corresponding idempotent in 

End^/Q Qx(RS); namely the vertex of B as a G x G-module. 

Thus if we define the defect group of a conjugacy class of 

elements g e G to be a Sylow p-subgroup of Cnig), then by 2.7.2 

the defect group of a block B is a maximal defect group over 

conjugacy classes whose sum is involved in the idempotent e. More­

over, if R is a splitting field and co is the central homomorphism 

corresponding to e, then the minimal defect groups of conjugacy 

classes of g e G for which co ( 2 g) 5̂  0 are the defect groups of 
d SeG 

B. If |D| = p , we say that B is a block of defect d. It turns 

out that the defect of a block gives some measure of how complicated 

the representation theory of the block is. Thus as we shall see in 

2.7.5 and 2.12.9, a block has defect zero if and only if there is only 

one indecomposable module in the block, and it has cyclic defect 

groups if and only if there are only finitely many indecomposable 

modules in the block. 

We refer to the above case as the classical case, since it was 

the original case investigated by Brauer. 
2.7-3 Proposition (Green) 

Let B be a block of RG. Let P e Syl (G). Then there is an 

element g e G such that P n P^ is a defect group of B. 

Proof 

Regard B as an indecomposable trivial source R(G x G)-module 

with vertex diag(D) as above. Then P x P e Syl (G x G), and so 

by 2.3»3 5 B>l'p p has an indecomposable trivial source summand with 

vertex diag(D). But by the Mackey decomposition theorem, 

(RG)+p^p = Idiag(G)'^ "" ̂PxP 

Z 1 f̂ ^̂  
conj . classes diag(G) ̂ "̂ '̂ f̂l (PxP) 
of elts. g e G 

= 2 1 i^""^ 
diag(PnP^)^-^'^^ 

Now every transitive permutation module for a p-group is indecomposable. 
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since Probenius reciprocity shows that it has a simple socle. Thus 

D is conjugate to some P n P^. D 

Remaining in the classical case, we have the following proposition 

relating defect groups to modules, 

2.7.^ Proposition (Green) 

(i) Let V be an RG-module. Let D be a p-subgroup of H < G, 

and let e be an idempotent in (RS,RS)^^^ ,̂ v £ (RS,RS)^^-^ ̂  RG. 

Then V^u-^ is an RH-module which is D-projective. 

(ii) Suppose B is a block of RG with defect group D. Then 

every indecomposable RG-module V in B is D-projective. 

Proof 

(1) Since e is H-invariant, V̂ -Tj.e is an RH-module, which is a 

direct summand of V̂ -̂ . Let X = (RS).e as a trivial source R(GxH)-

module. Then X is diag(D)-projective, and so by the Mackey decom­

position theorem, ^̂ f̂ - (u) ^^ diag(D)-projective. Write a for 

the identity endomorphism of X, and write a = Tr . /̂.x (̂ ĵog-CH) ̂ ^ ̂  

with p 6 Ê d̂iae-rD)̂ "̂ ^ * "̂ ^̂ ^ ^°^ v e V, 

V = v(ea) = V Z g'-̂ C (geg"^)p )g = Z ((vg""̂ ) (ep ) )g 
g g 

where g runs over a set of right coset representatives of D in H. 

Thus ep acts on V as an RD-module endomorphism and 

Trĵ  jj(ep) = 1^. The result now follows from 2.3.2. 

(ii) This is the case G = H of (i). a 

Remark 

We shall show in section 2.12 that in fact there is always an 

indecomposable module in B whose vertex is exactly the defect group 

D of B. 

2.7.5 Corollary (Blocks of Defect 0). 

Suppose B is a block of defect 0. Then there is only one 

indecomposable module in B, and it is both irreducible and projective. 

B is a complete matrix algebra over a division ring. 

Proof 

By 2.7.4(ii), B/J(B) is a projective B-module, and so as a 

B-module, we have B s B/J(B) e J(B). Thus J(B)/J^(B) = 0, and so 

by Nakayama^s lemma (1.1.4) J(B) == 0. The result now follows from 

the Wedderburn-Artin structure theorem (1.2.4). D 

We shall see in the next section that some questions about blocks 

may be reduced to questions about blocks of defect 0 (extended first 

main theorem). 
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There is also a large body of information available on the 

structure of blocks with cyclic defect group, see [51]. 

Exercise 

Find the vertices of the summands in exercise 2 of section 2.6. 

2.8 The Brauer Homomorphism 

Let D < H < Np(D) < G, with D a p-group. Let S^ be the 
D fixed points, of D on S. Then S is invariant under H, and 

hence forms a permutation representation of H/D. 

We have a natural map 

sending a basis element of Endn-TjCS) to the same basis element of 
D D D 

End̂ trCS ) if the corresponding H-orbit on S x s is in S x S and 
to zero otherwise. We define 

^4,n •• End^Q(S) - End̂ jj(S°) = Endĝ jj/ĵ ^ (S°) 

to be the composite of the inclusion End̂ (̂ (S)<=̂  EndopjCS) with Brj. pj. 

Then Br^ „ is called the Brauer map. 

2.8.1 Lemma 

Br^ jj i s a r i n g homomorphism, wi th k e r n e l (RS,RS)^, where 

X = {p-subgroups of G not conjugate to a subgroup con t a in ing D}. 

Proof 
Z c.A^^^ 6 Ker(Brp „) « S? n(S^ x S^) = 0 whenever c. ^ 0 

» D i s not conjugate t o a subgroup of a defec t 
2 

group of S. whenever c. T̂  0 

« Z Cj_A^̂ ^ e (RS,RS)^ by 2 . 7 - 1 . 

In particular, if we regard End̂ TT(R(S )) as a subring of Endsj^CRS), 

we have 

End^j^(RS) = (RS,RS)^ © End^j^(R(S^)) 

as vector spaces, and the map Bru TT is the projection onto the 

second factor, and is a homomorphism, since (RS,RS)^ is an ideal. • 

Returning to the classical case, suppose CQ(D) < K < NQ(D). Then 
gdiagC ) ĝ ^^^ g^^ Q^ elements of CQ(D), and we have an inclusion 

c Z(RK). Composing this with Br^^|^^^^g(|^ ^P^^ gives a 
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homomorphism br^ j, : Z(RG) -»- Z(RK), which is also called the Brauer 

map. This is the map sending a class sum to the sum of those elements 

of the class lying in CQ(D). By 2.8.1, br^ jr is a ring homomorphism 

whose kernel is the ideal (RG,RG)^^^ c (RG,RG)^^^ ̂  Z(RG) with 

X = {p-subgroups of G x G not conjugate to a subgroup containing 

diag(D)}. Moreover by 2.7.1, this is the linear span in Z(RG) of 

those conjugacy class sums for elements g e G for which a Sylow 

p-subgroup of Cn(g) does not contain a conjugate of D. 

Notation 

If X is a collection of subgroups of G, we denote by Zj,(RG) 

the subspace of Z(RG) spanned by those class sums for conjugacy 

classes with a defect group contained in an element of X . 

We have thus proved the following theorem. 

2.8.2 Theorem 

Let D be a p-subgroup of G, and let CQ(D) < K < NQ(D). Then 

the map br^ y. : Z(RG) -• Z(RK) given by sending each class sum to the 

sum of these elements lying in 0^(0), is a ring homomorphism with 

kernel Z„(RG), where X is the set of p-subgroups of G not 

conjugate to a subgroup containing D. n 

Now let 1 = e-, + . . . + e be the idempotent decomposition in 

Z(RG) corresponding to the block decomposition RG = B, e .. ® B . 

Suppose e is a primitive idempotent in Z(RK). Then 

e = e.br̂ ĵ̂ (l) = e.br̂ ĵ̂ (ê ) + .. + e.br^^j^Ce^). 

Since e is primitive, there is one and only one i with 

e = e.br^ K^^i^' ^^^ e.br^ K(®-? ) = ^ for j ?̂  i. If e corresponds 

to the block b of RK, we write b = B., and we say B^ is the 

Brauer correspondent of b. If R is a splitting field, then we may 

reformulate this in terms of central homomorphisms as follows. 

If CO is the central homomorphism corresponding to b, then 

br^ „.co : Z(RG) -̂- R is a central homomorphism, and b is the 

block of G corresponding to it. 

We now prove the classical and permutation versions of Brauer*s 

first main theorem. 

2.8.3 Lemma 
2 

Let N = NQ(D). If the G-orbit S^ has defect group D, then 
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S^ n(S^ X S ) is a single N-orbit with defect group D. Each 
D D N-orbit on S X s with defect group D is of this form. 

Proof 

Let (x,y) and (x',y») be elements of S^ n (S^ x s^), and 

choose g e G with (x,y)g = (x»,y'). Then D and D^ are Sylow 

p-subgroups of StabQ(x*,y*) and so we may choose an element 

h 6 Stablex',y») with D^ = D^. Thus gh""̂  e NQ(D), and 

(x»,y') = (x,y)gh"^. 

Conversely, if (x,y) is in an N-orbit on S x s with defect 

group D, then De Syl (Stabĵ (x,y)) . If D< D-j_ e Syl (StabQ(x,y)) 

then D < Nĵ  (D) < N n StabQ(x,y) = Stabĵ (x,y) . This contradiction 

proves the last statement, n 

2.8. 

induces an isomorphism 

(RS^RS^)^ - (RS^RS°)f ° 

4 P r o p o s i t i o n 

L e t N = N^ 

( R S , R S ) ^ 

P r o o f 

, ( D ) . 

/ Z 

Then 

(RS; 
D 

•-a. 

. R S ) D . 

,N 

is By 2.8.1 and 2.3.1(vi), the kernel of Br^ ^ on (RS,RS)^ 

2 (RS,RS)^,. By 2.8.3, the image is exactly (RŜ ,RŜ )J? . (Notice 
D»< D ^ ^ 

that D is contained in every defect group for End̂ vrCRS )). n 

2.8.5 Brauer*s First Main Theorem (permutation version) 

Brp ,, establishes a one-one correspondence between equivalence 
* — — G 

classes of primitive idempotents of (RS,RS) with defect group D 
(recall that two primitive idempotents are equivalent if they lie in 

p n 

the same Wedderburn component of (RS,RS) /J((RS,RS) )) and equiva­

lence classes of primitive idempotents of (RS ,RS ) with defect 

group D (or equivalently with equivalence classes of primitive 

idempotents of CRS^,RS^)^'^^). In particular if (RS,RS)^ is 

commutative, then Br^ .. establishes a one-one correspondence 
^ — — G between primitive idempotents of (RS,RS) with defect group D and 

primitive idempotents of (RS^,RS^)^ with defect group D. 

Proof 

This follows immediately from 2.8.4 and the idempotent refinement 

theorem (1.5.1). D 

2.8.$ Brauer^s First Main Theorem (classical version) 

Let N = NQ(D). Then b -• b gives a one-one correspondence 

between blocks of RN with defect group D and blocks of RG with 

defect group D. 
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Proof 

This follows immediately by applying 2.8.5 to the classical 

case. D 

Warning 

The blocks of RN with defect group D are not in general in 

one-one correspondence with blocks of R(N/D) of defect zero. 

To reduce the case of blocks of defect zero, we have the follow­

ing extension of 2.8.6, whose proof we shall omit (see [65]). 

2.8.6a The Extended First Main Theorem 

The following are in natural one-one correspondence. 

(i) Blocks of G with defect group D. 

(ii) Blocks of NQ(D) with defect group D. 

(iii) NQ(D)-conjugacy classes of blocks of CQ(D) with D as 

defect group in N^CD), (here, we have NQ(D) X NQ(D) acting on the 

set of elements of CQ(D)). 

(iv) (assuming R is a splitting field for RC^(D)), NQ(D)-

conjugacy classes of blocks b of CQ(D) with D as defect group 

in DC(̂ (D) and | NQ(b) : DCQ(D) | coprime to p. 

(v) (assuming R is a splitting field for RCQ(D)), N^(D)-

conjugacy classes of blocks b of defect zero of DCQ(D)/D with 

|Nn(b):DCQ(D)I coprime to p. n 

Examples 

Let G be a simple group of Lie type (see [ 28]) in character­

istic p. Then G has two p-blocks, namely the principal block 

(i.e. the block with the trivial representation in it) and a block of 

defect zero consisting of the Steinberg representation, whose degree 

is equal to the order of the Sylow p-subgroup. 

Now let M denote the Monster simple group (sometimes denoted 

F-, ) . Then there is an elementary abelian subgroup D of order four 
2 2 whose normalizer has shape 2 . E^(2).So. Prom the above, we know 

that in characteristic two, CQ(D)/D has exactly one block b of 

defect zero, and that therefore NQ(D) = Nn(b). Theorem 2.8.6a now 

tells us that M has a single block with defect group D. 

The following is Nagao's module theoretic version of Brauer's 

second main theorem. 

2.8.7 Theorem (Nagao) 

Let e be a central idempotent in RG, let D be a p-subgroup 

of G, and let Cĵ (D) < K 5 NQ(D) . Let H = {p-subgroups Q < K: 

Q i D}. If V.e = V then Y^^ - V+̂ .̂br̂  ^{e) e a(K, H). 
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Proof 

Embed RK in (RS,RS) ̂ ^ in the obvious way, and let 

f = e - br^ ^{e) as an element of (RS,RS)^^^. Then by 2.8.2, 

f e (RSjRS) ,J^^,„v. Let f = 2f. be a decomposition of f as a sum 
aiag;,ti; i _ _ ^ T̂  

of primitive orthogonal idempotents in (RS,RS).. ,„v. Then by 
aiagi^tt; 

CTYK 

Rosenberg's lemma (1.5.5), each f. is in (RS,RS) . ,QV for some 
Q 6 H , and so by 2.7.^(1), ^^H'^i ^^ Q-projective. Thus 

= V^j^.br^^^(e) e ( e V+ĵ .f.) 

and the theorem is proved. n 

2.9 Origins of Species 

Before we define the origins of a species, we need an integrality 

theorem. 

2.9.1 Theorem 

Let H < G. Then A(H) is integral as an extension of ImCr̂ ^ u) . 

(c.f. 2.2.2(ii)). 

Proof 

If a e A(H) then a has only finitely many images 

a-,, .. 5 a^ under the action of Np.(H). Thus a satisfies 

(x-a-, ) (x-ap) .. (x-a ) = 0, and so a is integral over A(H) ^ ^, 

the fixed points of NQ(H) on A(H). Thus we only need show that 

A(H) is integral over ImCr^ u). 

Let a e A(H)^^^^. For any' K < H we set 

X = {r ^ (a^) : K < H§} . 

Denote by U^- the subring of A(K) generated by ImCr^ „) 

and XT,. We may assume inductively that UTT is finitely generated as 

a module for Im(rp, ..) , We claim that 

Ji < n 

is a subring of A(H), finitely generated as a module for ImCr̂ ^ ^) ^ 

and containing the element a. 
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then 

(i) We first show that it is a ring. It is clear that 

H^-^K H^\^ - ^ K H^\^ ^y 2.1.2(iv). If K < H and L < H, 

^K,H^U^).i^^^(U^) c_ 
ge H Kn L^,H K,Kn L' 

by the Mackey decomposition theorem. But 

r 

^ ^ ' L^,Kn L^ L^ 

^(U^) c < imCr 
• g Ji — 

s r a t e 
i n d u c t i o n , fo r any K < H, we have 

U 
Kn L^ 

(ii) It is finitely generated as a module for Im(r^ ^j). By 

U. 

with ' Y a finite set. 

K 

So 

b e Y 
Im(r^^j^).b 

^K,H^\^ 

K 

Z Im(r^^^).ij^^j^(b). 

^ K 
(iii) It contains a. 

Since a is invariant under N ^ C H ) , we have 

at S' 
H 

|N^(H):H|a + 2 
HgH 

s.t.Hfl H^< H 

a^4' 
Hn H^ 

2.9.2 Proposition 

Let s be a species of A(G). The following conditions on a 

subgroup H are equivalent. 

(i) Ker(s) > KerCr^^j^) 

(ii) Ker(s) ^ Im(ipj^^) 

(iii) There is a species t of A(H) such that for all x e A(G) 

(s,x) = (t^x+jj). 

Proof 

(i) « (ii) by 2.2.2 

(ii) « (iii) by 2.9.1 and 1.8.1. D 

Note that in 2.9.2 (iii) the species t need not be unique. We 

write t ~ Sj and say t fuses to s if (iii) is satisfied. 

We say s factors through H if the equivalent conditions of 

2.9.2 are satisfied. An origin of s is a subgroup minimal among 

those through which s factors. Thus if H is an origin of s and 

K < H then s vanishes on all modules induced from K. 

2.9.3 Proposition 

Let s be a species of A(G). Then the origins of s form a 

single conjugacy class of subgroups. 
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Proof 

Let H-ĵ  and Hp be two origins of s. Then since Ker(s) is a 

prime ideal, 

Ker(s) i Im(i„ ^).Im(i„ p) < 2 Im(i ^ ) . 

So for some x e G, Ker(s) ̂  Im(i ). Hence by minimality 

X ^1^4 

In section 2.14 we shall clarify the structures of origins and 

their relationships to vertices of the species. 

2.10 The Induction Formula 

Let s be a species of A(G) with origin H, and let V be a 

module for a subgroup K of G. We want a formula for (SjVf ) in 

terms of the species of K. 

Let t be a species of H fusing to s. Then 

(s,V>ĥ ) = (t,vAj^) 

= Z (t, ¥̂ 4- f ) by the Mackey theorem. 
HgK H n K^ 

Now if H ^ K^, then (t,V̂ >̂  f̂ ) is zero by 2.9.2, since H is 

an origin of t. Thus we have the following formula. 

(1) (s,V+^) = Z |N^(HS):NJ.(HS)| (tS,V>̂  ) 
s: H^ 

H^< K ^ 

The sum runs over K-conjugacy classes of G-conjugates of H 

contained in K. 

In order to convert this into a formula involving species of K, 

we must examine the number of species of K fusing to s. 
2.10.1 Theorem 

Let s be a species of A(G) with origin H. Regard s as a 

species of ImCr^ TT). Then s extends uniquely to a species t of 

A(H) y and NQ(H) is transitive on the extensions t-,, . . , t^ 

of t to a species of A(H). The number of extensions is 

r = |NQ(H) : StabgCt-L) |. 

Proof 

By 2.9.2(iii), s certainly extends to a species of A(H) ^ ̂  

and a species of A(H). Let t be an extension of s to A(H) 
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Then for x e A(H)^^^S the Mackey theorem and the fact that H is an 

origin for s imply that (t,xf̂ iĵ ) = |NQ(H):H|(t,x). Thus 

(t,x) = (s,xf )/|N(^(H):H| is uniquely determined by s. 

Now suppose that t-, and tp are two extensions of t to 

A(H), and that t-̂  7̂  t| for all g e NQ(H) . Then by 2.2.1 there is 

an element x e A(H) such that (t-, ̂ x) = 0 and 
-1 -̂  

(t^^x^) = (t| ,x) = 1 for all g e N (H). Let y = n x^. 
gsN(H) 

Then 0 = (t-, ,y) = (t,y) = n (t^,x^) = 1. This contradiction 

geNCH) ^ 

proves the theorem. The formula for the number of extensions is 

clear, a 

By 2.10.1, the contribution in (1) from a particular conjugate 

H^ is 

Z |Stabp(tS):N^(HS) \{t^,Y\ ) . 

t^ ~s "• 

In this expression, t^ runs over the species of H^ fusing to s. 

If s^ is a species for K fusing to s, and with origin H^, then 

by 2.10.1, the number of t^ fusing to s^ is 

|N^(H^):Stabj^(t^)| = IN^CH^) n Stab^(s^) iStab^Ct^) | . 

Thus 

Z |StabQ(t̂ ):NĴ (Ĥ )|(t̂ ,V>̂  ^) = |NQ(H^) n Stab^Cs^) :Nĵ (Ĥ ) | (s^,V) 

t ̂ s^ 

Hence we can rewrite (1) as follows. 

(2.10.2) (s,Vf^) = Z |N (Orig(s )) n Stab^(sQ):Nj^(Orig(s^))|(SQ,V). 
s^~ s o 

In this expression, s runs over the species of K fusing to 

s, and Orig(s ) is any origin of s . 

The expression 2.10.2 is called the induction formula, and it is 

a generalization of the usual formula for an induced character. 

2.11 Brauer Species 

A species s of A, (G) is called a Brauer species if its origins 

have order coprime to p. By Maschke's theorem, the Brauer species 

vanish on A^(G,1), and may thus be thought of as species of 

A(G)/AQ(G,1). We shall first construct some Brauer species, and 
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then show that we have constructed them all. It will turn out that 

if k is a splitting field, then there are as many Brauer species 

as there are p-regular conjugacy classes of G. 

Let k be the algebraic closure of k, and let r be the 

p'-part of the exponent of G. Then the y — roots of unity in k 

and in (E both form a cyclic group of order Y • Choose an isomor­

phism between these cyclic groups. Let g be a p'-element of G. 

Given an kG-module V, we restrict it to <g> and extend the field 
" th ** 

to k. Then each eigenvalue of g is a Y — root of unity in k, 

and we define (b ^V) to be the sum of the corresponding roots of 

unity in (I!. It is clear that b is a Brauer species with <g> 

as an origin. 

2.11.1 Lemma 

Let b be as above. Then there is an element y s A(G,1) with 

(b ,y) 7̂  0 and (b , ,y) = 0 for every b , 7̂  b . 
Proof 

This is clear if G = <g>, since A(<g>) = A(<g>,l) and the b 
s 

are linearly independent (2.2.1). Let x e A(<g>,l) with this 
n 

property, and let y = xf . Then the induction formula 2.10.2 (which 
is much easier for the b than for the general species) shows that 

S 
(b ,y) ^ 0 and (b ,,y) = 0 whenever b , 7^ b . D 
s s s s 

2.11.2 Proposition' 

If (b ,W-j_) = (b ,¥2) for all p'-elements g then W^ and W^ 

have the same composition factors. 

Proof 

We may replace W^ and Wp by completely reducible representa­

tions with the same composition factors, without affecting the values 

of (b ,W.) and (b ,¥^). Let the irreducible kG-modules be 

V-j_ , . . , V and let the multiplicity of V^ in W-, be a^ and in 

Wp be b.. By the Wedderburn-Artin structure theorem (1.2.4), we may 

choose elements x. e kG with trace 6.. on V.. 

Since the trace of an element of G is equal to the trace of its 

p'-part, the hypothesis tells us that every element of kG has the 

same trace on Wn as on Wp. In particular, the elements x^ do, 

and so a. = b. mod p. Thus we may strip off some common direct 

summands, divide every multiplicity by p, and start again. The 

result now follows by induction. D 
2.11.3 Theorem 

A(G) = A(G,1) @ A^(G,1), and A(G,1) is semisimple. The 
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following are equivalent. 

(i) s is a Brauer species 

(ii) s vanishes on A^(G,1) 

(iii) s is of the form b^ for some p'-element g e G. 

Proof 

By 2.11.2, the number of different b is at least 

dim(A(G)/AQ(G,l)). But each species b is a species of A(G)/AQ(G,1), 

and by 2.2.1 they are all linearly independent. Thus we have equality, 

and it follows that A(G)/AQ(G,1) is semisimple, and its species are 

precisely the b . This proves the equivalence of (i), (ii) and (iii). 

Now consider the Cartan homomorphism 

c : A(G,1) ĉ  A(G)_»A(G)/AO(G,1). 

By 2.11.1, this is surjective. By the arguments of section 1.5, 

dim(A(G,l)) = dim(A(G)/AQ(G,l)), and so c is an isomorphism. 

Letting e = c"-^(l), we have A(G,1) = e.A(G) and 

A^(G,1) = (l-e)A(G). • 

Note that if k is a splitting field then the number of different 

b is equal to the number of p-regular conjugacy classes of G, by 

an argument similar to 2.11.1. Thus in this case, the number of p-

regular conjugacy classes is equal to the number of irreducible 

modules. 

Exercises 

1. Suppose (R,R,R) is a splitting p-modular system for G. Let 

X denote the ordinary character table of RG-modules, with the columns 

corresponding to p-singular elements (i.e. elements of order divisible 

by p) deleted. Let D denote the decomposition matrix, and C the 

Cartan matrix. Denote by T the Brauer character table of irreducible 

modules (i.e. the table whose columns are labelled by the p-regular 

conjugacy classes, rows are labelled by the irreducible modules, and 

entries (b ,V)) and U the Brauer character table of projective 

indecomposable modules. Show that the following relations hold. 

X = DT; U = D^X; C = D^D; U = CT. 

(see section 1.7) 

These are sometimes called the modular orthogonality relations. 

We shall introduce a generalized form of these relations in section 

2.21. 

2. Write down the ordinary character table of Â -. Find the central 

homomorphism associated with each ordinary character, and hence find 

the blocks of Aj- in characteristic two. What are the defect groups 



of the blocks? Using the isomorphism Â- = Lp (4) , show that there are 

two isomorphism classes of two-dimensional irreducible modules over a 

large enough field R of characteristic two. Write down the decompo­

sition matrix, Cartan matrix and Brauer character tables of irreducible 

and projective indecomposable modules. 

Denote the simple RG-modules by I, 2, 2' and 4 (the numbers 

refer to the dimensions). Use the action of Â- on the cosets of a 

Sylow 5-normalizer to construct a module whose structure is 

I 

2 © 2' 

I 

(i.e. the socle has dimension one, and is contained in the radical 

which has codimension one, the quotient being isomorphic to the direct 

sum of 2 and 2') Hint: use the results of section 2.6. 

Show that dim ExtQ(I,I) = 0, using the fact that Aj- has no 

subgroup of index two. Deduce that P-, has structure as follows. 

I 

2 2' 

I © I 

2' 2 

Find the structures of the remaining projective indecomposables. 

3. Repeat exercise two for L^(2), and for any other groups that take 

your fancy. Some large examples are worked out in [11] and [12]; see 

also the appendix. 

Remark 

One of the most difficult problems in modular representation 

theory is to find the decomposition matrices for particular groups 

modulo particular primes. This problem has not even been solved in 

general for the symmetric groups (although Lusztig^s conjecture in 

characteristic p, if proved, would give an answer in terms of the 

so-called Kazhdan-Lusztig polynomials), despite the fact that so much 

is known about the ordinary representation theory. A remarkable fact 

about the representation theory of the symmetric groups is that every 

field is a splitting field! 
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2.12 Green Correspondence and the Burry-Garlson Theorem 

For this section we assume our ring r e {R5R} . 

Let D be a fixed p-subgroup of G and let H be a subgroup of 

G containing Nn(D). We shall investigate the modules with vertex D, 

by means of restriction and induction between H and G. Our main 

tool is, of course, the Mackey decomposition theorem. 

Let 

X = { X < G : X < D ^ n D f o r some g e G \ H } 

y = { Y < G : Y < D ^ n H for some g e G\H} . 

Note that X_c y and D / y . 

2.12.1 Lemma 

Let W be an indecomposable D-projective FH-module. 

(i) Let W+^+u ^ W ® W . Then ¥• e a(H, y). 
c 

(ii) Let Wf ^ V ® V with W a summand of ¥4-̂  and V 

indecomposable. Then V e a(G, X). 

Proof 
tj 

(i) Let U be an indecomposable D-module with JJ'\- -̂  W © W 
o 

Then 

JJj-^i^ ^ Wt̂ 4'ĵ  e Ŵ t̂ >̂ ^ 

But by the Mackey decomposition theorem. 

Thus 

Uf̂ >̂ ^ = Ui^ (B U' with U' e a(H, y), 

Wf^>^u e w f̂ >̂ „ = w ® w^ e u' 
•̂H ̂  o' ̂ H 

and so by the Krull-Schmidt theorem, Wf vj-̂^ "̂  W ® W with 

W e a(H, y). 

(ii) V is D-projective. Suppose V is not X-projective. 

Choosen an indecomposable summand V-, of V̂  which is not X-proJec-

tive,and suppose D-, < D is a vertex of V-, . Let U-, be a source of 

Vn . Then U-, is a summand of V-.4'ĵ  , and so for some indecomposable 

summand W-, of -̂,4-̂ ., U-, is a summand of ^I^-Q • Thus W-̂  is not 

y -projective, and hence V H ^ is not y-projective, contradicting 
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(i). • 

2.12.2 Theorem (Green Correspondence) 

There is a one-one correspondence between Indecomposable TG-

modules with vertex D and Indecomposable TH-modules with vertex D 

given as follows. 

(i) If V is an indecomposable TG-module with vertex D, then 

V+TT has a unique indecomposable summand f(V) with vertex D, and 

V>̂Ĵ  - f(V) 6 a(H,y). 

(ii) If W is an indecomposable TH-module with vertex D, then 

W'h has a unique indecomposable summand g(W) with vertex D, and 

Wf^ - g(W) e a(G,X). 

(iii) f(g(W)) = W and g(f(V)) = V. 

(iv) f and g take trivial source modules to trivial source 

modules. 

Proof 

(i) Let S be a source of V and let Sf^ '̂  W © W with W 

an indecomposable module such that V is a summand of Wf . By lemma 

2.12.1(1), W is the only summand of Wt Î'TT with D as vertex, and 

the rest lie in a(H3y), But some summand of V+u has vertex D, 
c 

since V is a summand of "̂4-̂+ > and so we take W = f(V). 
G (ii) Choose an indecomposable summand V of W-h such that W 

is a summand of Y^^, Then by 2.12.1(ii), Wf^ ̂  V © V with 

V»e a(G,X). We take V = g(W). 

(iii) and (iv) are clear from (i) and (ii). D 

The following remarkable theorem gives us more information about 

induction and restriction in this situation. 

2.12.3 Theorem (D. Burry and J. Carlson) 

Let V be an'indecomposable rG-module such that ¥>!'„ has a 

direct summand W with vertex D. Then V has vertex D, and V is 

the Green correspondent g(W). 

Proof 

Let e = Tr̂ ^ ̂ (a) e (V.V)^ be the idempotent corresponding to the 
U 5 rl U 

summand W of Viĵ . By 2.3-l(vi), we have 
Tr^ p(a) = 2 Tr ^ (ag) 
^^^ DgH D^nH,H 

+ 2 Tr (ag) 
DgH D^nH,H 
gŝ H 

mod (V,V)^ . 
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TJ 

Since W is not y-projective, e i {yy^)^ , and so Tr̂ . Ao.) is an 

idempotent in (V,V)^/((V,V)^ n(V,V)y). Since (V,V)^ is a local 

ring, this means (V,V)^ = (V,V)^.Trj^ ̂ Ca) c (V,V)^ , and so V is 

D-projective. Hence V has vertex D and W is its Green corres­

pondent . D 

We shall now reinterpret the Green correspondence in terms of the 

structure of A(G). Recall that A(G,H) is the ideal of A(G) spanned 

by the H-projective modules, A»(G,H) is the ideal spanned by the 

A(G,K) for all K < H, and A^(G,H) is the ideal spanned by elements 

of the form X - X» - X" where 0 -• X» -• X H- X" -• 0 is a short exact 

sequence of rG-modules which splits on restriction to H. 

2.12.4 Lemma 

If H ^ G then 

A(G) = A(G,H) e AQ(G,H). 

The idempotent generators of A(G,H) and AQ(G,H) lie in A(G,Triv). 

Proof 

By 2.11.3, 

A(G/H) = A(G/H,1) * AQ(G/H,1), 

Identifying A(G/H) with its image under the natural inclusion 

A(G/H) <H- A(G), we have 

A(G) = A(G).A(G/H) = A(G).A(G/H,1) + A(G).A^(G/H,1) 

= A(G,H) + A^(G,H). 

Since clearly A(G,H).A^(G,H) = 0, this proves the direct sum decompo­

sition. Since A(G/H,1) £A(G,Triv), the idempotent generators are 

in A(G,Triv). D 

2.12.5 Lemma 

Suppose H is a subgroup of G containing the normalizer of the 

p-subgroup D. Then r^ TT and 1^ n induce inverse isomorphisms 

a(G,D)/a»(G,D) '^ a(H,D)/a» (H,D). 

These isomorphisms send trivial source modules to trivial source 

modules. 

Proof 

This is clear from 2.12.2. n 

2.12.6 Theorem (Conlon) 

(i) A(G,H) is a direct summand of A(G), whose idempotent 

generator lies in A(G,Triv). 
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( I I ) A(G,H) has a canonica l d i r e c t summand A"(G>H) with 

A(G,H) = A»(G,H) tfi A"(G,H). 

(III) A(G,H) = e A"(G,D), where D runs over one representa-
D< H 

tlve of each G-conjugacy class of p-subgroups of G contained In H. 

Proof 

We prove these results by In̂ iuctlon on |H|. By 2.11.3, they are 

true for H = 1, since A»(G,1) = 0. 

Suppose the theorem Is true for all K < H. Let e„ be the 
i\ 

Idempotent generator for A(G,K). Then e» = 1 - n (l-ex̂ ) Is the 
^ K<H ^ 

Idempotent generator for A»(G,H), so that e^ lies In A(G,Trlv). 

Put 

A"(G,H) - A(G,H).(l-e^). 

Then by 2.12.5, 

A(NQ(H),H)/A»(NQ(H),H) ^ A(G,H)/A»(G,H) ̂  A"(G,H) 

Is an Isomorphism sending trivial source modules to trivial source 

modules. In particular, by 2.12.4, A"(G,H) has an Idempotent 

generator lying In A(G,Trlv). Thus (1) and (11) are proved. (Ill) 

follows since each A"(G,D) has a basis consisting of modules with 

vertex D, modulo A*(G,D). D 

We now have a theorem relating the Green correspondence to the 

Brauer homomorphlsm. 

2.12.7 Theorem 

Let D be a p-subgroup of G, and let N = NQ(D). Denote by f 

and g the Green correspondence between modules for G and N with 

vertex D, as In 2.12.2. If V Is an Indecomposable RG-module with 

vertex D, and e Is the block Idempotent for RG with V = V.e, 

then f(V) = f(V).brQ^jj(e). 

Proof 

By 2.8.7, V+jT - V+JT'^TQ KT(®) does not have f(V) as a summand. 

The result ̂ hus follows from 2.12.2. D 

This together with the following theorem shows how to reduce 

questions about the representation theory of a block to questions 

about representations of the defect group. 

2.12.8 Theorem 

Let D be a normal p-subgroup of G, and let B be a block of 

RG with defect group D and block Idempotent e. Then every 



64 

indecomposable RD-module that is not induced from a proper subgroup is 

the source of some indecomposable module in B. 

Proof 
P 

The only simple RD-module is the trivial module l^. So if Ip̂ f .e = 0 
— C 

then it would follow that for every RD-module V we have V+ .e = 0. 
— a r 

Since RD+ .e = B, this is not the case. So Ip̂ f .e ^ 0, and for every 
— G G 

RD-module V we have V+ .e ^ 0. Since V+ -^ is a direct sum of conjugates 

of V, it follows that if V has vertex D then so does every indecomposable 

summand of V+ .e. 

2.12.9 Corollary (representation types of blocks) 

A block B of RG has finite representation type (i.e. there 

are only finitely many isomorphism classes of Indecomposable modules 

in B) if and only if a defect group D of B is cyclic. 

Proof 

By 2.12.7 and Brauer»s first main theorem (2.8.6) it suffices to 

prove the result in the case where D 2 G. 

If D is cyclic, all modules in B are D-projective by 2.7.4, 

and there are only finitely many Indecomposable D-modules by 2.2 

exercise 1. 

If D Is non-cyclic, then by 2.5 exercise 1, there are 

infinitely many isomorphism classes of Indecomposable modules for D 

and so the result follows from 2.12.7 and 2.12.8. D 

Exercise 

Suppose a Sylow p-subgroup P of G is a t.i. set (i.e. for 

g e G, either P^ = P or P n P^ = 1), with normalizer N. Show 

that Green correspondence gives a one-one correspondence between non-

pro jective indecomposable TG-modules and non-projective indecomposable 

rN-modules. 

2.13 Semlslmpllclty of A(G,Triv). 

We are still concerned with representation theory over 

r e {R,R}. 

In order to show that A(G,Triv) is semisimple, we shall first 

construct some species for it, and then demonstrate that the elements 

of A(G,Triv) are separated by the species we have constructed. 

A group H is said to be p-hypoelementary if H/0 (H) is cyclic 
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(recall that '̂ r)(H) denotes the largest normal p-subgroup of a group 

H). Let Hyp (G) be the collection of all p-hypoelementary subgroups 

of G. 

Let V be a trivial source rG-module^ and suppose H e Hyp (G). 

Let V+TT = V-ĵ  ̂  Vp a where V-, is a direct sum of indecomposable 

modules with vertex Op(H) and V2 is a direct sum of indecomposable 

modules with vertex properly contained in 0 (H) . Then '̂ r)(H) acts 

trivially on V-,, and so V-ĵ  is a module for H/0 (H) . Let b be a 

Brauer species of H/0 (H) , and define (ŝ ^ ̂ ,V) = (b,V^). Then 

clearly STT ̂^ is a species of ACG^Triv) . 

2.13.1 Proposition 

Suppose V and W are trivial source TG-modules and 

{s^ ^,V) = (Sjj ̂ ,W) for all pairs (H,b). Then V ̂  W. 

Proof 

Suppose without loss of generality that V and W have no 

direct summands in common. Let D be a maximal element of the-set of 

vertices of summands of V and W. Suppose Y-^„ ^^^ = V © V" and 
G 

W+jT /ĵN = W >:& W", where V» , W^ are sums of modules with vertex D, 

and V", W" are sums of modules whose vertex does not contain D. 

Since (ŝ ^ b'^'^ ̂  ^̂ H b'^*^ ^°^ ®^^^ ̂ ^^^ (H,b) with 

0 (H) = D, V* and W are projective representations of Nĵ (D)/D, 

and all Brauer species of NQ(D)/D have the same value on each. 

Thus by 2.11.3, we have V̂  ^ W . Let V and W' be isomorphic 

indecomposable direct summands of V and W*. Thus by 2.12.2, the 

Green correspondents g(VM and g(W') are isomorphic direct summands 

of V and W. This contradiction completes the proof of the 

proposition. n 

2.13.2 Corollary 

ACGjTriv) is semisimple, and the STT ^ are its species. n 

Thus by 2.2.1 and the discussion following it, we have idempotents 

^H b ^ A(G,Triv) with the property that 

(Sjj ̂ , eĵ , ̂ ,) = \l if (H,b) is conjugate to 

j (H',b') 
I 0 otherwise . 

There is a corresponding direct sum decomposition of A(G) 

A(G) = ® A(G).e 
H,b H,b 

In this decomposition, H and b run over conjugacy classes of pairs 
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(H,b) with H 6 Hyp (G) and b a Brauer species of H/0 (H) with 

origin H/0 (H). 

2.13.3 Proposition 

(1) e^ = Z 
D 
P 

n = 2 e„ , is the idempotent generator for 
0^(H) < D ^'^ 

A(G,D). 

(11) ej! = Z ^u K is the idempotent generator for 
^ Op(H)=D ^'^ 

A"(G,D) (see 2.12.6). 

Proof 

By 2.12.6(1), the idempotent generator for A(G,D) is the sum of 

the ê ^ ̂  lying in it, namely the e^ , for which Ov5(H) < D. 

Similarly, the idempotent generator for A'(G,D) is the sum of the 

©u K ^or which 0^(H) < D. D rt,D p 

2.13.4 Proposition 

(I) A(G) = z Im(i„ p) 
H6HyPp(G) ^>^ 

(II) n Ker(r^ „) ^ 0 
HeHyPp(G) ^'^ 

Proof 

By 2.13.1, n Ker ,̂  ^ . . ( r ^) ^ 0, Thus by Exercise 
HeHyPp(G) A(G,Triv) G,H 

1 of 2.6, A(G,Trlv) = Z 1^ p(A(H,Triv)). Thus 
HeHyPp(G) "^^ 

Z Im(iTT p) is an ideal of A(G) containing the identity 
H6HyPp(G) ^'^ 

element, proving (1). Then (11) follows by 2.2.2. D 

2.13.5 Proposition 

Let H < G. Then 

(I) The idempotent generator of Im(iTT ̂ ) is Z e„ , . 

H,G ^^^^^ K,b 

K6HyPp(G) 

K < H 

(II) The idempotent generator for Ker(r^ ^) is 2 g . 
G,H ^^^^^ K,b 

K6HyPp(G) 
K not conjugate 

to a subgroup of H 
(the sums run over G-conjugacy classes of pairs (K,b).) 

Proof 

This follows immediately from 2.13.4 and exercise 1 of 2.6. D 
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Finally, we prove Conlon's induction theorem. 

2.13.6 Theorem (Conlon) 

There exist rational numbers XTT e <Î  for each conjugacy class of 

p-hypoelementary subgroup H such that 

^ HeHyPp(G) ^ ^ 

(the sum runs over a set of representatives of conjugacy classes of 

p-hypoelementary subgroups). 

Proof 

Let 9p be the Q-linear span in A(G,Triv) of the permutation 
c 

modules 1 i . Then exactly as in 2.2.2, for any subgroup H we have 

Now by 2.13.4, 

n Ker ir„ „) 
HeHyPp(G) ^G '^'^ 

HeHyPp(G) ^,0 H G 

and so 

as required. D 

Exercise 

Use 2.13.3 and 2.13-5 to show that if N ^ G has index p^, then 

A(G,N) = Im(iĵ  Q ) . Deduce that a(G,N)/ij^ ̂ (aCN)) is a (possibly 

infinite) p~group of exponent dividing p^. 

In fact. Green has shown [5^] that if k is algebraically closed 

then a(G,N) = i^^^(a(N)). 

2.14 Structure Theorem for Vertices and Origins 

This section consists of just one theorem describing the nature 

of the vertices and origins of a species. The proof of the theorem is 

a good illustration of the influence which the subring A(G,Triv) 

exerts on the structure of A(G). 

2.14.1 Theorem 

Let s be a species of Aj,(G), T e {R,R} . Then 

(i) All origins of s are conjugate, 

(ii) All the vertices of s are conjugate. 

Let H be an origin of s. Then 
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(ill) H is p-hypoelementary. 

(Iv) 0 (H) is a vertex of s. 

Proof 

(i) is proved in 2.9.3. 

(ii) is proved in 2.5.2(ii). 

(iii) Suppose H is an origin of s. By 2.13.4, we have 

Im(iTT p) = Z Im(i^ p) . 
^'^ KeHyPpCG) ^^^ 

K < H 

By 2.9.2, Ker(s) ^ Im(iĵ  ^ ) , and so for some K e Hyp (G) with K < H, 

Ker(s) ̂  Im(iĵ  Q) . By minimality of H, K = H. 

(iv) Since H is an origin of s, by 2.13.5 s does not vanish 

on 2 e„ , , but does vanish on 2 e^ , . Thus s does 
(K,b) ^>^ (K,b) ^'^ 

K6HyPp(G) KeHyPp(G) 

K < H K < H 

not vanish on some ê ^ ^, and so by 2.13.3, s does not vanish on 

BQ /TTN . Thus s does not vanish on e^ /̂ jx, but does vanish on 

eĵ , for every D' < 0 (H) . Hence Or̂ CH) is a vertex of s. • 

2.15 Tensor Induction, and Yet Another Decomposition of A(G) 

In this section, we introduce the notion of tensor induction, and 

use it to prove that for any permutation representation S of a group 

G, we have the decomposition A(G) = A(G,S) ® A (G,S) (see Theorem 

2.15.6), as promised in section 2.3. The proof of this theorem is 

another good illustration of the influence which A(G,Triv) exerts 

on the structure of A(G). 

Suppose H < G and V is a rH-module. Then V 8> rG splits 

rH 

naturally (as a vector space) as a direct sum of blocks V 2> g. , for 

g. a set of right coset representatives of H in G, and G permutes 

these blocks in the same way as it permutes the right cosets of H. 
Thus 8> (V S) g. ) has a natural structure as a TG-module, and is 

i 

written V S , and called ' V tensor induced up to G '. The basic 

properties of tensor induction are as follows. 

2.15.1 Lemma 
Let H 5 G, and let V-, and V^ be rH-modules. 

'2 (1) (Vĵ  ® Vg) I ° â  V-̂  ̂ ° » Vj'*^ 
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( i i ) (V. ^ V^) I ^ = V-, '^ © V^ ^ © X w i t h X 6 2 I m ( i ^ p ) . 
1 2 1 2 K < G ^^^ 

( i l l ) I f H' < H and W i s a F H ' - m o d u l e , t h e n 

Wf i e Z I n i ( i „ ^) . 
K < G ^ ^ ^ 

Kfl H 5 H» 

(iv) S induces a ring homomorphism 

±^ pi A(H)/ Z ImCi^ „) ^ A(G)/ Z Im(i^ ̂ ) H,G ĵ ĵ̂  K,H j^^^ K,G 

which takes the identity element to the identity element. 

(v) If 0 -» V -• V -• V" -» 0 is an S-split short exact sequence 

of rH-modules, then 

V I ̂  ̂  rs ̂  (v e V") I ̂  s) rs. 

Proof 

(i) is clear from the definition. 

(ii) (V-j_ e V^) I ^ = S) ((V-j_ @ V^) 8) g^) 
i 

(V^ S) g^) ® :p (V̂  S> gj_) '̂  X 
1 

where X = © ( S)(V. S) g. )) . 
J-L=l,2 i ^i 

not all J. 
equal 

Thus 5 as a TG-module, X splits as a direct sum of submodules 

corresponding to the G-orbits of ways of choosing the ĵ '̂s. Each 

such summand is a module induced from the stabilizer of such a choice. 

(iii) Let g. be coset representatives of H in G, and h. 

be coset representatives of H' in H. Then 

Wt^ I *̂  = ^ (( ©(W 8) h.)) S) g.) 
i J J 1 

® ( S> (W ̂  h. g. )) . 
possible i "̂  i ̂  
choices of 
one h. for 

^i 
each i 

TT 1 p 

Thus as a TG-module, Wf 5 splits as a direct sum of submodules 

corresponding to the G-orbits of ways of choosing the j^'s. Each 

such summand is a module induced from the stabilizer of such a choice, 

and the elements of H stabilizing such a choice are contained in an 

H-conJugate of H*. 
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(iv) This follows immediately from (1), (ii) and (iii). 

(v) As a rG-module, V $ has a natural filtration 

V» 1^ = U^ < U^ < ... < U^ = V 1^ (n = |G:H|) where 

t 

U. = < ( s> V. ^ g. ) ^ ( s> V. ^ g. ), for J a subset of 
^ UJ ^ ieJ ^ 

t 

size j of the right cosets of H in G, and v̂ ^ e V , 

v^ e V> . 

It is easily seen that 
tG ^ 

(V ® V ) ̂  - UQ ^ '̂  U./U.__-̂  . 

Thus we must show that tensoring with rS splits the filtration 

V » = U^ < UT < ... < U = V ^ ; i.e. we must find a left inverse 
o 1 n ' 

Y. for the natural map 
$. : U. 8) TS -. (U. ^ rS)/(U.__^ ^ fS) ^ (U./U._-j_) ^ fS. 

It 

Suppose f: V ^ TS -»- V ^ TS is an S-splitting for 

0 ^ V' -. V -̂  V" H. 0, and let 

M tl 

( 2 V ^ x)f = 2 (v^f^) S» X 
X e S ^ X e S ^ ^ 

with the f linear maps from V" to V. Since f is a TH-module 

homomorphism, we get f h = hf , for h e H. 

The typical generator for (U. ^ rS)/(U. , s> TS) is 

(( <8> (v! ^ g_. )) (8> ( <S> (v S> g. ))) 0 X. We define Y. to be the 
±dJ ^ i 6 J i '̂  

t ft 

map sending this generator to (( ^ (v̂ ^ «» ĝ )̂) S>{ S> (v̂ f̂ _-. ® gj_)) )«>x. 

i ̂  J ieJ xg^ 

It is easily checked that Y. is a TG-module homomorphism left 

inverse to $.. p 

Remark 

When trying to prove, for a group G, that A(G) = A(G,S)e A Q ( G , S ) , 

we only have to show that 1 =a + p e A(G,S) + A (G,S). This is because 

A(G,S) and A Q ( G , S ) are ideals of A(G) whose product is zero, and 

so if X s A(G,S) n A^(G,S) then 

x = x . l = x . a + x . p = 0 . 

2.15.2 Lemma 

Suppose D is a p-group and S is a permutation representation 

of D with D / FiXp(S). Then 
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A(D) = A^(D,S) + Z Im(i^ ^ ) . 
"" K < D ^'^ 

Proof 

Without loss of generality D acts transitively on S. Let D' 

be the stabilizer of a point in S, and D" a maximal subgroup of D 

containing D'. Then A^iD,S) ^ A Q ( D , D " ) . Since the group algebra of 

D/D" is indecomposable (see 2.1 exercise 1 ) , A(D/D",1) = Im(i. ĵ /ĵ n) 

is one-dimensional. Thus 

^A(D) ^ A(D/D") = A^(D/D",1) ® A ( D / D M ) by 2.11.3 

= A^(D/DM) ^ Im(ii^o/i3„) 

c AQ(D/D") + Im(ij3„̂ ĵ ) 

c A^(D,S) + 2 ini(i ). - o ^^^ K,D 

2.15.3 Lemma 

Suppose H <G and 0„(H)^ FiXp(S). Then 

A(H) = A_.(H,S) + 2 Im(i^ ^) o ^^^ K,H 

Proof 

Let D = 0 (H) / Fix^CS). Then by 2.15.1 and 2.15.2 

1® „: A(D)/ 2 Im(i„ „) = ^ " 
^•^' K<D ^'° 2 Imd^ n) ^ ^"(^K Ĥ  

K<D "̂ '̂  K<H *̂ '" 

takes the identity element to the identity element. But it also takes 

A (D,S) into A^(H,S) + 2 Im(i„ „) by 2.15.1 (v) and (ii), and so 
o ° K< H '̂ '̂  

1A(H) ' *o(H'S) + 2 lm(i jj) . o 
J\< n 

2.15.4 Lemma 

If H 6 Hyp (G) then A(H) = A(H,S) * A^(H,S). 

Proof 

If Op(H) e FiXjj(S) then A(H) = A(H,S), by 2.3.3- If 

Op(H) / FiXj^(S), then by 2.15.3, A(H) = A^(H,S) + 2 Im(iĵ ĵ̂ ) . By 

K *̂  H 

induction, for each K < H, A(K) = A(K,S) ^^ A ^ C K ^ S ) , and so by 2.3.8, 

Im(iĵ ĵj) c A(H,S) + A Q ( H , S ) . • 

2.15.5 Theorem 

For any group G and permutation representation S, we have 
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A(G) = A(G,S) e A^(G,S). 

Proof 

By 2.13.4(1), A(G) = Z Im(l^ ^ ) . By 2.15.4 and 2.3.8, 

HeHyPp(G) ^'^ 

Irndĵ  Q) ̂  A(G,S) + A^(G,S) for H e HyPp(G). D 

2.15.6 Corollary 
If H < G then A(G) = A(G,H) e A^(G,H). n 

2.15.7 Corollary 

If s is a species of A(G), then D contains a vertex of s 

if and only if for every D-split short exact sequence 

0 -». V H- V -»• V" H. 0 we have 

(s,V) = (s,V') + (s,V"). D 

Remark 

Dress [45] has shown that in fact a(G) = a(G,H) © a^CG^H); i.e. 

A(G)/(a(G,H) + a^CG^H)) is a p-torsion group, cf. 2.16.5. 

2.16 Power Maps on A(G) 

In this section we construct maps \jr̂: a. (G) -• a, (G) called 

the power maps. These are ring homomorphisms, and have the property 

that if b is a Brauer species then (b ̂ ^x) = (b , \lr̂ (x)). g ^n g 

These are the modular analogues of what are called the Adams operations 

in ordinary representation theory. We shall use these maps to construct 

the powers of a general species, and we shall investigate the origins 

and vertices of the powers of a species. 

We begin by constructing the operators \jr in the case where 

n is coprime to p. Let n be a natural number coprime to p, and 

let T = < a : a^= l > b e a cyclic group of order n. Let e be a 

primitive n ^ root of unity in the algebraic closure of k and let 

T] be a primitive n — roGt of unity in (C. If X is a module for 

T X G, then we denote by X . the eigenspace of a on X with 

i ^^ 
eigenvalue e . Then X . is a T x G -invariant direct summand of 

n e^ 
X, and X = © X . 

i=l e^ Now let V be an kG-module. Then [V ̂  ^ ] . restricts to a 

kG-module, and whenever < a > =< a*̂> , we have [V ^ ] ̂  [V S> ] 
6 

as kG-modules. We define 
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n 
'̂'(V) = Z rî [V l)̂ ""̂ ] , s A(G). 

1=1 6̂  

2.16.1 Proposition 

If V-̂  and V^ are kG-modules then 

(I) /'(V-L ©V^) = fiV^) + fdY^) 

(II) t'̂CV̂  ^Y^) = f{Y^)f{Y^). 

Proof 

(1) As a module for G, we have 

n 
(Vi eV^) = * (V^ S) ... S> v^ ). 

1-,=1,2 1 n 

1 =1,2 
n ' 

Under the action of T, there are two fixed summands, S> (V-,) 

and ^^(Vp). Apart from these, each orbit forms a module for T x G 

of the form Y "̂  Z, where Y Is a permutation module for T on the 

cosets of a proper subgroup. Thus as an element of A(G), 

^ 1 2̂ ri [Y 3) Z] ̂  = 0. 
1=1 

(11) '̂'(V̂  ̂ V^) = ̂ ''(V̂ )̂ ̂  ^""(V^). 

n 

Hence the result 

Hence 

[̂""(V-. g, V.)] . = z [S)̂ (V. )] , [»^(Vp)] . . . 
"̂  6 j=l e^ ^ 6^ J 

Thus we have 
n . 

t'̂ CV. S> V.) = Z Tî [«>''(V. ̂  V.)] . 
•̂  "̂̂  1 = 1 -̂  ^ e ^ 

= Z TiJ[S)̂ (V. )] . . Tî  '̂ *[3)̂ (Vp)] , . 
l,j = l e^ "̂  6̂ "J 

= t̂ 'CVi) t''(V2) . D 

By 2.16.15 we may extend t^ linearly to give a ring endomor-

phlsm of A(G). In fact, the Image under \k̂  of an element of a(G) 

is in a(G)5 as the following proposition shows. 

2.16.2 Proposition 

'For d dividing n, let e^ be a primitive d— root of unity 

in the algebraic closure of k. Then 

^""{Y) = Z fi(d)[V ^^""^2^ . 
din d̂ 
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(Here, [i is the MOTDIUS function of multiplicative number theory) 

Proof 

Whenever < â > = < â*> , [V 1̂ "" ̂ ] ̂  ̂  [V 1^ "" ̂ ] . . 'Thus 

1=1 e^ 

= 2 ( Z sh [Vl^^^ 1 
d|n (i,d) = l ^ d̂ 

1 < 1 < d 

= Z n(d) [V 1^^^]^ . 
d|n "̂d 

Example 

If p 5̂  2, we have 

t^CV) = S^(V) - A2(V). 

Thus, in particular, if V is irreducible then the Frobenius-

Schur indicator is defined by 

,2 
r+1 if V is o 
-j-1 if V is s; 
L 0 otherwise. 

rthogonal 
Ind(V) = (1, A|/̂ (V))= -J-1 if V is symplectic 

L 0 otherwise. 

(Recall that ( , ) is the inner product on A(G) given by 

bilinearly extending (U,V) = dimj^Hom^Q(U,V)). 

2.16.3 Definition 

We d e f i n e t h e n power of a s p e c i e s s of A ( G ) , f o r 

n 6 IN\piN, v i a 

( s " , x ) = ( s , ^ | / ' ' ( x ) ) . 

Proposition 2.16.1 shows that s^ is again a species of A(G). 

2.16.4 Proposition 

If b is a Brauer species of A(G) (see section 2.11) 

corresponding to a p'-element g, then b is the Brauer species 

corresponding to g . 

Proof 

Let V be a kG-module, and let b^ be the Brauer species 

corresponding to g^. We may choose a basis v-|_, ..., v^ of V 

consisting of eigenvectors of g. Let v.g = "̂ jt̂ .̂ Then as 

k <g>-modules, V = ©< v. >, and so 

(b^V) = (b,t''(V)) = (b, Z ^^{<v^>)) = Z (b, t''^v^>)) 
1=1 i=l 

r 
Z X? = (b',V). D 
1=1 "• 
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As our first application, we give Kervaire's proof of a theorem 

of Brauer. 

2.16.5 Theorem 

The determinant of the Cartan matrix is a power of p. 

Proof 

This is the same as saying that the cokernel of the Cartan 

homomorphism 

c: a(G,l) -. a(G) -. a{G)/a^(G,l) 

is a p-group. 

Let m be the p'-part of the exponent of G. If x e a(G,l) 

then \|/"̂(x) is an element of a(G,l) by 2.16.2, and any Brauer 

species has value dim(x) on \|̂ "̂(x) by 2.16.4. Thus by 2.11.3, 

if X e a(G,l) then dim(x).l s Im(c). 

For each prime q T̂  p dividing \G\ » let Q be a Sylow q-subgroup 

of G. Then l̂ f e a(G,l) since it is induced from a projective 

kQ-module. Thus |G:Q|.l e Im(c). It now follows from the Chinese 

remainder theorem that |G| .1 e Im(c), where l̂ lr) ^^ ^^^ p-part 

of the order of G. Hence if x e a(G)/aQ(G,l) then I^L-x e Im(c), 

and the theorem is proved. D 

Remark 

This could be rephrased as saying that a(G)/(a(G,l) + a^CGjl)) 

We now wish to prove that \|̂ ™t̂  =t™^. We start off with a lemma. 

is a p-torsion group; see the remark after 2.15.7 

We now w: 

2.l6.6 Lemma 

Let S denote the symmetric group on n letters. Then there 

is a subgroup T of S having the following properties. 

(i) T contains a cyclic group of order n which is transitive 

on the n letters. 

(ii) If n = n-,np then T contains the direct product of the 

cyclic groups of orders n-, and n2i in its direct product action 

on the n letters. 

(iii) If a prime q divides | T̂ ^ | then q also divides n. 

Proof 
a. 

Let n =np. . Then we have a subgroup 
n S < S a. n 

Pi 
with direct product action on the n points. Let P. be a Sylow 
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p . - subgroup of S , and l e t 
i P.-

T = n P, < n s 
n 1 a . 

Then properties (1) and (ill) are clearly satisfied. To check property 

Pi r. 
(11) 5 let n = n.np with n-, = rip , n^ - np. , and p. + n = a;-. 
Let Q. X R denote a Sylow p-subgroup of S x s < S , 

3̂ 
1 '̂1 
^1 '1 

P. P.-
With Q. X R < P . Then HQ. x nR. < S x S contains the 

•J- J- J- -L _L ^^~\ O 

appropriate direct product of cyclic groups. D 

2.16.7 Theorem 

,m ,n .mn 

Proof 

Without loss of generality3 we may assume that k Is a splitting 

field for T (see 2.2 exercise 4). Thus by property (111), p 

does not divide I'̂ mnl' ̂ ^^ ^^ ^̂ ® representation theory tf kT Is 
the same as the representation theory of CT . In particular, the 

'̂  mn ^ ^ 
central Idempotents of kT are In natural one-one correspondence 
with the central Idempotents of (CT , and kT _ Is semlslmple. 

mn mn 
By properties (1) and (11) of T , and the definition of the \|/ 

operators, t V ( V ) and t"^(V) are of the form 2 \^(^"^(V) .e^) 
and Z X!(^™^(V).e.), where the e. are the primitive central 

1 1 1 , 

Idempotents of T , and the \. and X- are Independent of V. 

Moreover, the X. and \. may both be expressed In terms of Induced 

characters from the subgroups of T given In the definition, and 

hence If we keep m and n constant and vary p over primes not 

dividing mn, the \^ and X. do not vary. Thus It Is sufficient 

to prove the result In the case where p divides neither mn nor 

|G|. In this case, every species Is a Brauer species, and modules 

are characterized by the values of Brauer species. By 2.16.4, we have 

(b, tV(V)) = (b"',t''(V) 
= ((b"̂ )̂ ,V) 

= (b™^,V) 

= (b, x|."̂ (V)) . 
t 

Thus the X. and X. are equal, and the result Is proved. a 
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We now extend the definition of t^ to include all n e IN as 

follows. Let P denote the Frobenius map on a(G) or A(G). Thus 

if V is a module, F(V) is the module with the same addition and 

same group action, but with scalar multiplication defined by first 

raising the field element to the p — power, and then applying the old 

scalar multiplication. The map F commutes with \|/̂  for 

n P^n^ 

coprime 

and n_ to p, and so we may define, for any n e IN with 

coprime to p, 

^^(V) = F^ y °(V) . 

It is easy to check that propositions 2.16.1 and 2.16.4, and theorem 

2.16.7 remain valid with the definition, and so we extend definition 

2.16.3 appropriately. 

Remark 

If we define 

X (x) 1 
nl 

t^(x) 1 

^\f^(x) t^(x) 2 

^̂ 3(x) i^ix) t^(x) 
0 

t'̂ Cx) 

n-1 

t^(x) 

then these \-operations make A(G) into a special X-ring (see [62]). 

In fact the subring a(G) = a(G) 0 '̂C—) is stable under these 

operations, see [14]. 

Next, we examine the effects of f on origins and vertices of 

species. 

2.16.8 Definition 

If H is a p-hypoelementary group and n = p .n^ with n^ 

coprime to p, we let H'-̂ -' denote the unique subgroup of index 

(|H|,n̂ ) in H. 

2.16.9 Lemma 
Let Sjj , be as in section 2.13. Then 
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Proof 

Let V be a trivial source RG-module and let V+TT = W-, ® Wp, 

where W^ is a direct sum of modules with vertex ^^(H) and 

W2 6 A'(G,H). Then by 2.16.1, t'̂ (V)>̂ ĵ  = t̂ (V+ĵ ) = t (W-̂ ) + t^CW^), 

\|̂ (̂W-ĵ) is a linear combination of trivial source modules with vertex 

0(H), and \|r̂ (W2) e A'(G,H). Thus 

\^^\.^'''' 
2.16.10 Lemma 

t̂ CsxT ̂ ) = Z e , , 
^'^ H ,b 

where the sum runs over one representative of each G-conjugacy class 

of pairs (H',b') with (H')'^^^ = H and (b')^ = b. 

Proof 

^'^ all H ,b ^'^ H ,b 

(H\b') 

(Here, the sum runs over one representative of each G-conjugacy 

class of pairs (H ,b ).) 

(H )^^^(b )^ ^'^ H ,b 

by lemma 2.I6.9. 

Thus the coefficient of e , , is one if ( (H') ̂ -̂̂ , (b' )̂ ) is 
H ,b 

G-conjugate to (H,b) and zero otherwise. D 

2.16.11 Theorem 

(i) If H is an origin of s, then Ĥ -̂' is an origin of s^. 

(ii) If D is a vertex of s, then D is also a vertex of s . 

Proof 

(i) If H is an origin of s, then for some Brauer species b 

of H/0 (H) with origin H/Op(H), (s,eĵ  ̂ ) = 1. Thus by lemma 

2.16.10, 
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Hence H'-̂ -' is an origin for s^. 

(ii) By 2.14.1, we may take D = 0 (H), and the result follows 

from (i). 

2.17 Almost Split Sequences 

In this section, we construct certain short exact sequences, 

called almost split sequences, of modules for the group algebra kG. 

These were first constructed by Auslander and Reiten [5] in the more 

general context of modules for an Artin algebra. We shall restrict 

our attention to group algebras, since this makes the arguments easier 

to follow. It turns out that the existence of these sequences depends 

upon an interesting identity, namely Theorem 2.17.5. The reader 

happy with abstract categorical arguments should also see Gabriel's 

impressively short proof of the existence of almost split sequences 

for arbitrary Artin algebras in [53]- See also the remark at the end 

of 2.17. 

In the next section we shall see that these short exact sequences 

play an important role in the structure of A(G), namely they give us 

certain 'dual elements' under the inner products investigated in 

section 2.4, to the basis of A(G) consisting of indecomposable 

modules. 

2.17.1 Lemma 
Let U and V be kG-modules. Then there is a natural duality 

((U,V)^'^)* ̂  (V, S^U)^'^ 

P r o o f 

By 2 . 1 . 1 ( i v ) , we h a v e 

(U,V)-^ '^ ^ (V* s> U , k ) - ^ ' ^ 

and (V, S2u)-^'^ ^ ( k , V * <2> SU)"^ '^ . 

By Schanuel's lemma, V !8> S2U ̂  2(V S> U) ̂  P for some projective 

module P, and so by 2.3.4, 
* 1 a * 1 G 

(k,V S> S2U)-̂ '̂  ̂  (k, S2(V S) U))^'"" . 

Thus we must show that 

(k, 2(V ®U))-^^^^((V » U,k)-̂ '̂ ) . 

In fact we shall show that for any module X, 
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(k, ^X)^'^ ^ ((X,k)^'^)* 

Without loss of generality, X has no projective direct summands. 

Let P^ be the projective cover of X. Then since kG is a symmetric 

algebra, there are as many copies of the trivial module in the head 

as in the socle of P^, and there is a natural isomorphism between 

the spaces given by multiplication by z g. 
geG 

Thus (k, S2X)^'^ - (k,P^)^ ̂  ((P^,k)^)* - ((X,k)^^^)* 

Applying 2.17.I twice, we get 

2.17.2 Corollary (Feit) 

(U,V)^'^ ^ (S2U,S2V)̂ '̂  . • 

The isomorphism of 2.17.2 may be given the following interpreta­

tion. Let Py and P-̂^ be the projective covers of U and V. Then 

any map from U to V lifts to a map from Py to Py, and the image 

of ŝU lies in S2V. Thus we obtain a (not necessarily unique) map 

from ŜU to ^V. However, if a map from U to V factors through 

a projective module, then so does the induced map from ^U to 2V, 

and vice-versa. Thus we get a well defined injection, and since the 

spaces are of equal dimension, this is an isomorphism. 

In particular, when U = V, we write End. Q(U) for (U,U) ' . 

The above map from End. ̂ (U) to End, p(aU) clearly preserves 

composition of endomorphisms, and so we have the following result. 

2.17.3 Proposition 

There is a natural ring isomorphism 

End^^CU) ̂  End^^g(aU). D 

But this means that both sides of 2.17.1 are End̂ ^̂  (V)-End.̂ g (U) 

bimodules. Is the given isomorphism a bimodule isomorphism? 

Clearly the first two isomorphisms given in the proof are bimodule 

isomorphisms. So we simply need the following proposition. 

2.17.4 Proposition 

There is an End, Q(V)-Endĵ Q̂(U) bimodule isomorphism 

(V* ^ U,k)l'^ - ((V* ̂  S2U)1'^)* , 

namely the map induced by the map 

Y : (V (8> U , k ) -> ( ( V S> 2\J)^' ) 

* * / * NG 

g i v e n a s f o l l o w s . Fo r y e V , x e Py and cp e (V iS> U , k ) , 

( ( y * .3) x ) ( Z g) + (V* s> 2 U ) ^ ) ( ( P Y ) = (y* S> X + V* ^ S2U)(p . 
gsG 



81 

Proof 

(V ^ SU) is spanned by elements of the form (y ^ x) ( Z g) 
geG 

# # 
with y *8> X e V (8> P.,. To see that r is well defined, let â  , 

# # p 
a2 e V » Py with (a-̂  - a2)( 2 g) e (V ® S2U)-̂ . Then any 

geG 

homomorphism from V g) P^ to k with V ® S2U in its kernel has 

a-|_ - ap in its kernel, y is clearly surjective, and 

(V* <s> U,k)^ c_ Ker(r). By 2.17.1, dim(V* 2> S2U)̂ '̂ )*= dim(V* S> U,k)-^'^, 

and so y induces an isomorphism, which clearly preserves the bimodule 

structure. D 

2.17.5 Theorem 

There are End, ̂ (V)-End, r,(U) bimodule isomorphisms 
KLr iCLr 

((U,V)^'^)* ^ (V, S^U)^'^ ̂  Ext^(V, 2^U) 

Proof 

We have already proved the first isomorphism. To prove the second, 

we have a short exact sequence 

0 H. ^^U ^ P H- S2U -> 0 

which gives rise to a long exact sequence (see 1.4) 

0 -. (V, S^^U)^ ̂  ^̂ ^̂ ŝ̂ Û ^ ̂  ^^' 2 U ) ^ ^ 

^ ExtQ(V,S2^U)^ -V ExtQ(V,P^y)^ = 0. 

Since the image of (V^P^y)^ in (V,S^U)^ is exactly (V,2U)^, the 

second isomorphism follows. The naturality of the long exact sequence 

means that this is a bimodule isomorphism. n 

We are now ready to examine the almost split sequences. 

2.17.6 Definition 

An almost split sequence or Auslander-Reiten sequence is a short 

exact sequence of modules 0-»-A->-B^C ->- 0 satisfying the following 

conditions. 

(i) A and C are indecomposable. 

(ii) a does not split. 

(iii) If p: D -• C is not a split epimorphism (i.e. unless C 

is isomorphic to a direct summand of D and p is the projection) 

then p factors through a. 

Auslander and Reiten proved for a general Artin algebra that for 

each non-projective C there is a unique almost split sequence ter­

minating in C, and gave a recipe for obtaining the module A. It 
2 

turns out that for group algebras A ̂  S2 C, as is seen in the 
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following theorem. 

2.17.7 Theorem 

Let C be a non-projective indecomposable kG-module. Then 

there exists an almost split sequence terminating in C. This sequence 

is unique up to isomorphism of short exact sequences, and its first 
2 

term is isomorphic to S2 C. 

Proof 

(i) We first prove existence. By 2.17.5, we have 

((C,C)^'^)* ^ Ext^(C, 2 ^ 0 . 

If C is not projective, then (C,C) ' is a local ring by 1.3-3, 

since (C,C)-, is not the whole of (C,C) . Thus as an 
1 2 End, p(C)-End, p (C) bimodule, or even as a one sided module, ExtQ(C,S2 C) 

has an irreducible socle, and any two extensions generating this socle 

are equivalent under an automorphism of C, and hence give rise to 

equivalent short exact sequences. We claim that a generator 

0 -» 2 C ->• X^ 2 C H. 0 for SocExtgCC, Ŝ  C) has the desired properties. 

Clearly properties (i) and (ii) are satisfied, so we must check (iii). 

Let r:2C -> 2^C with image in (S2C, 2^0)-^'^ ^ Exti(C, 2^C) our 
1 2 generator for SocExt^CCj^ C ) . Thus our short exact sequence is a 

pushout of the form 

0 >̂ S2C >̂ P 

Y i r 11 
0 >2 C > X^ >̂ C >̂ 0 

by construction. Given p: D ->- C we get a diagram 

0 >̂ 2D — ^ ^ > P^ > D >̂ 0 

i° 4 
0 >̂ S2C > P^ >̂ C >̂ 0 

^i r II 
0 >S2 C >̂ Xp >̂ C >̂ 0 

Then 

p : D ->- C is a split epimorphism 

« p^ : (C,D)^'^ -> (C,C)-^'^ has 1^ in its image 

«* p^ is surjective 

« p^ : Ext^(C,S2^C) (̂ (S2C, 2^0)-^'^) ^ ExtQ(D,S2^C) (̂ (S2D,S2̂ C) "^'^) 

is injective 

where p is the adjoint of p^ under the duality given in theorem 

2.17.5. 
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« p does not have y in its kernel 

** p y does not factor through 1̂ ^ 

*» p does not factor through a . 

For if X: Pĵ  H- S2̂ C with ±^\ = p \ and M.:PJ) -̂  PQ "̂  -̂ C ^^^^ 

|j, - Xa vanishes on S2D, and so gives a map from D to X^ whose 
composite with a Is p. 

(11) We now prove uniqueness. Suppose 0->-A-^B-*-C-»-0 Is 

another almost split sequence terminating in C. Then we get a 

diagram 

0 >̂ Ŝ Ĉ >̂ X^ >̂ C >̂ 0 

A >̂ B 

i i 
A >̂ B >̂ C > 0 

a,. 

0 >̂ S2̂ C >̂ X^ >̂ C >̂ 0 

The map ^i^p ^^ ^^^ nllpotent, and is hence an isomorphism by 
1.3.3. Hence by the five-lemma, the two sequences are isomorphic. n 

2.17.8 Proposition 
! 

If 0 - > A - ^ B - > C - > 0 Is an almost split sequence and p:A -̂  D 

is not a split monomorphlsm (I.e. unless A Is Isomorphic to a direct 

summand of D and p is the Injection) then p factors through a'. 

Proof 

Suppose p does not factor through a'. Then in the pushout 

0 -

4 I •J 
-> D >̂ E > C > 0 

the second sequence does not split. Thus we may complete a diagram 

0 > A ~—> B > C > 0 

4 i 1 
0 > D > E > C > 0 

4 I I 
0 > A > B >̂ C •> 0 

Since pp^ is not nilpotent it is an isomorphism, and so p is 

a split monomorphlsm. n 

2.17.9 Corollary 

If 0->'A->B->-C-»-0 Is an almost split sequence then so is 
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4f 4f ^ 

2.17.10 Proposition 

An almost split sequence 0->-A-^B-»-C-*'0 splits on restriction 

to a subgroup H If and only If H does not contain a vertex of C 

(or equlvalently a vertex of A) 

Proof 

Suppose the sequence splits on restriction to H. Then for any 

H-module V, 

dlm^Hom^j^(V,Bij^) = dlm^Hom^Q(V, A>̂ ĵ ) + dlm^Hom^j^CV.C+j^) 

and so by Probenlus reciprocity (2.1.3) 

dlm^Hoin^Q(Vf^,B) = dlm^Hom^Q(Vf ̂ ,A) + dlm^Hom^^. (Vb^jC) . 

This means that 

0 -. Hom^Q(Vf^,A) ^ Hom^Q(V^^,B) 4 Hom^Q(Vf^,C) -> 0 

is exact (cf. 1.3)» Thus C Is not a direct summand of V+ , since 

otherwise by definition of almost split sequence, the projection 

V-h ^ C would not be in lm(0) . 

Conversely if the sequence does not split on restriction to H 

then the identity map on C+TT is not in the image of 
"• t 

Hom̂ ĵ (C>l'ĵ ,B4'pj) -> Homĵ jj(Ĉ ĵ ,C4'ĵ ) and hence Fr̂ ^ Q^-^c^ ^ ^^ ^ ° ^ ^^ 
n G ^ 

the image of ^^"^ICG^^^H''' '^^ "̂  ̂ ^̂ k̂Ĝ '̂̂ n''' '^^ (2.1.3). Thus the 

natural map Frjj ̂ (Ipx )• ^"^u^ "̂  ̂  does not lift to a map from 
G * H 

C+^f to B, and so by definition of almost split sequence, it is 
a split eplmorphlsm. Thus H contains a vertex of C (2.3.2). a 

Remark 

In fact 5 almost split sequences also exist for lattices over an 

R-order (see [6], [76], [80], [81]) and hence for RG-modules (recall 

the convention Introduced in 1.7 that RG-module means finitely 

generated R-free RG-module). The construction, however, is very 

different, so that for kG-modules A ^ 2 C while for RG-modules 

A ^ S2C. In some sense, this corresponds to the fact that for kG-modules 

((U,V)-^'^)* ^ (V, Q\J)^'^ (see 2.17-1 and 2.17-5) while for RG-modules, 

((U,V)^)* ^ (Y,U)^. 

The existence of almost split sequences for RG-modules does not 

seem to lead naturally to non-singularity results of the type proved 

in 2.18, but most of the theory developed in sections 2.28 - 2.32 

applies with not much change, to modules for RG (see [92]). 
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2.18 Non-slngularlty of the Inner Products on A(G) 

In this section we use the almost split sequences, constructed 

in the last section, to investigate the inner products ( , ) and 

< , > on A(G). 

2.18.1 Lemma 

I f C and D a r e i n d e c o m p o s a b l e k G - r a o d u l e s , and 

0 >̂ Ŝ Ĉ > X^ >̂ C > 0 

is the almost split sequence terminating in C, then the following 

hold. 

(i) If C ̂  D then 

0 -̂  (D, S2^C)^ ̂  (D,X(.)^ ̂  (D,C)^ -̂  0 

is exact. 

(ii) The sequence 

0 -^ (C,S2^C)^ -̂  (C,X^)^ ̂  (C,C)^ -̂  SocExt^(C,S^^C) -> 0 

is exact, where this is the truncation of the long exact Ext sequence. 

Proof 

This follows immediately from the proof of 2.17.7• • 

2.18.2 Definition 

If V is an indecomposable kG-module, let 

d^ = dim^(End^^(V)/J(End^Q(V))). 

Note that if k is algebraically closed then dy = 1 for all modules 

V. 

Let T(V) = \Soc(V) if V is projective 

otherwise 

fsoc(V) if V i£ 

( x ^ - S2V - e5V ot 

as an element of A(G), where 

0 >̂ 2V >̂ X ^ >̂ 5V >̂ 0 

is the almost split sequence terminating in ^Y. Then T(V) is 

called the atom corresponding to V. We extend T to a semilinear 

map on A(G) by setting 

T(Za^V^) = Z a^T(V^). 

The reasons for these definitions will become apparent. 

2.18.3 Lemma 

V.T(V) = \V - Rad(V) if V is projective 
2 

S2 V - Xy Otherwise 

where 
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0 -j-S^V-^X^-^V-^O 

is the almost split sequence terminating in V. 

(Recall V = P-|_ - S2(l)) 

Proof 

If V is projective, this is 2.4.2(iii). If V is not projective^ 

then 2.4.2(iii) shows that V.T(V) = -S2(T(V)) = V + S2̂ V - X^ modulo 

projectives. But by 2.11.3, A(G) = A(G,1) ® AQ(G,1). Since 

T(V) 6 AQ(G,1), SO is V.T(V). Since V + 2^(V) - X^ is also in 

A (G^l), this proves the lemma. a 

2.18.4 Theorem 

(V,V.T(W)) = <V,T(W) > = Tdy if V ^ W 

(O otherwise. 

Proof 

If W is projective, this follows from 2.4.4. Otherwise, 

< V , T ( W ) > = (V,V.T(W)) by 2.4.3 

= (V,W + ̂ ^W - X^) by 2.18.3 

= Cd^ if V ̂  W 

Ip otherwise by 2.18.1. D 

2.18.5 Corollary 

<, > and ( , ) are non-singular on A(G), in the sense that 

given X 7̂  0 in A(G), there is a y e A(G) such that <x,y>7^ 0 

and a z e A(G) such that (x,z) ^ 0. 

Proof 

If X = Zâ V̂̂  then T(X) = Z a^xCV^), and so 
2 

< X,T(X)> = Z|a^| dy > 0 

with equality if and only if x = 0. Thus we may take y = T(X) 

and z = v.y. n 

2.18.6 Corollary 

Suppose U and V are two kG-modules, and for every 

kG-module X, 

dimĵ Homĵ Q(U,X) = dimj^Hom^Q(V,X) . 

Then U ̂  V. 

Proof 

This follows immediately from 2.18.5. • 

2.18.7 Corollary 

Suppose A(G) = A-, ® Ap is an ideal direct sum decomposition of 



87 

A(G), and suppose A^ and Ap are closed under the automorphism * 

of A(G) given by taking dual modules. Then < , > and ( , ) are 

non-singular on A-, and Ap, and in A(G), A^ = Ap and Ap = A, 

with respect to either inner product. 

and 

P r o o f 

L e t TT-, and TT p be t h e p r o j e c t i o n s o f A(G) o n t o A-. 

Ap. Then g i v e n x e A^ and y e Ap, we h a v e 

< x , y > = < l , x . y > = < 1 , 0 > = 0 

since A-̂ .Â  = 0. Thus if x¥ 0, < X,TT^(T (x)) > = < X,T(X) > j^ 0. 

Thus < 5 > is non-singular on A^ and A-, = Ap. The same argument 

works for ( , ), with V.T(X) in place of T(X). D 

2.18.8 Corollary 

(i) Ini(î (̂.) = KerCr̂ ĵ̂ )"̂  

(ii) Ker(rQ̂ ĵ ) = Imdj^^^) 

(iii) A(G,H) = AQ(G,H)-^ 

(iv) A^(G,H) = ACĜ H)-*- . 

Proof 

(i) and (ii) follows from 2.18.7 and 2.2.2(i), while (iii) and 

(iv) follow from 2.18.7 and 2.15-6. D 

2.18.9 Corollary 

The following are equivalent condition on an indecomposable 

kG-module V. 

(i) V is H-projective. 

(ii) T(V)>^J^ ^ 0. 

(iii) Tensoring with V splits every H-split short exact 

sequence. 

Proof 

(i) « (11) follows from 2.17.10, while (1) « (Hi) follows from 

2.18.8 (111). D 



2.18.10 Definitions 

The glue for a short exact sequence 0 ->- X' -• X -• X" -• 0 Is the 

element X - X' - X" of A(G). Thus If V Is a non-projectlve 

Indecomposable then T(V) IS a glue. 

A glue is irreducible if it is non-zero, and is not the sum of 

two non-zero glues as an element of A(G). 

2.18.11 Lemma 

If X - X» - X" is the glue for 0 -̂  X» -̂  X -• X" -̂  0 then for 

any module V, < X - X' - X", V> > 0. 

Proof 

The number of copies of P-, in the direct sum decomposition of 

X ® V is at least the sum of the number of copies in X' (8> V and the 

number of copies in X" «> V since P-, is both projective and 

injective. D 

2.18.12 Theorem 

(i) Every non-zero glue can be written as the sum of an atom 

and a glue. Thus every irreducible glue is an atom. 

(11) The atoms are precisely the simple modules and the 

irreducible glues. 

Proof 

First we note that the sum of two glues is a glue, since we can 

add the exact sequences term by term as a direct sum. 

(i) Suppose 0 ->- Y' -• Y i Y" -• 0 is an exact sequence with 

Y - Y' - Y" 7̂  0 its glue. If Y" is decomposable, Y" = W" © Z", 

then Y - Y' - Y" is the sum of the glues for 

and 

•1(W") -̂  Y -. Z" 

TT"^(W") ^ W" 

At least one of these is non-zero, and so we may assume by induction 

that Y" is indecomposable. Thus TT is not a split epimorphism. 

Letting 0 -> Ŝ  (Y") -^ Xyii->- Y" -^ 0 he the almost split sequence 

terminating in Y", we have the following commutative diagram. 

0 >̂ Y' >̂ Y >̂ Y" >̂ 0 

0 >̂S2 Y" >̂ XyM >̂ Y" >̂ 0 

The left-hand square is a pushout diagram, and so we get an exact 

sequence 



0 > Y' > Y® S2̂ Y" > X^" > 0 . 

The given glue Is the sum of the glue for this sequence and the atom 

corresponding to the almost split sequence terminating in Y". 

(ii) If V is a projective indecomposable module, then T(V) 

is a simple module. If V is a non-projective indecomposable, then 

T(V) is a glue. Suppose it is not irreducible. Then by (i) it is 

the sum of another atom, say T ( W ) , and a glue. But 

< T (V) - T ( W ) , W > = -d^ by 2.18.4, contradicting 2.18.11. Conversely 

by (i), every irreducible glue is an atom, and clearly every simple 

module is an atom (V ^xCPy)). a 

If k is algebraically closed, we formally think of each 

representation V as consisting of (possibly infinitely many) atoms, 

namely the simple composition factors and some irreducible glues 

holding them together. 

V = 2< V,W> T (W) 
W 

indec. 

This formal expression has the right inner product with each 

indecomposable module Y, because each dy is one, and so 

< (z <V,W >T(W)), Y > = Z << V,W> T ( W ) , Y > 

= < V,Y > by 2.18.4. 

Thus the expression has the right inner product with any element 

of A(G), and so since the inner products are non-singular, this is a 

reasonable formal sum to write down. 

We consider atoms to be in the same block as the corresponding 

indecomposable modules. Then in the formal sum above, an indecomposable 

module can only involve atoms from the same block. 

Exercises 

1. Suppose kn is an extension of k. Show that the natural 

map A, (G) -> A (G) preserves the inner products ( , ) and < , > . 

Use 2.18.5 to deduce that this map is infective. This is called the 

Noether-Deuring theorem, and a more conventional proof is given in 

[37], p. 200-202. 

Now suppose k-j is a separable algebraic extension of k. Show 

that A, (G) is integral as an extension of A, (G). 
^1 ^ 

2. (i) Show that a short exact sequence 0 -»- X' -»• X -̂̂  X" -»- 0 

splits if and only if the glue X - X' - X" is zero, namely if and 

only if X -̂  X' ^-B X" (hint: examine the long exact sequence 
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associated with Horn, nCX",-) and count dimensions). 

(ii) Show that a sequence 0->.S2U->x-^U->0 (with U 

indecomposable) is almost split if and only if its glue is irreducible. 

(iii) Trying to generalize (i) and (ii), we might conjecture that 
t ft 

whenever we have two short exact sequences 0 ->- X-, ->• X-. ->- X^ ->- 0 and 
f n t t -L ft -•- ft -L 

0 H- X2 -»• X^ -> X2 -• 0 with X-j_ ̂  X2, X^ ^ X^ and X.̂  = X^, there is 

an isomorphism of short exact sequences. The following is a counter­

example. Let G be the fours group (a direct product of two copies 

of the cyclic group of order two), and k a field of characteristic 
2 

two. Let X-, = X2 = S2 (k) . Then there are isomorphic one dimensional 

submodules x| and X2 with \ / \ = X2/X2 = k © S2(k), but there is 

no automorphism of X-, taking X-, to Xp. 

3. (i) Show that there is an almost split sequence 
0 -̂  S2^(k) -^ S2(Rad(P-^)/Soc(P-j_)) -̂  k -• 0 

(ii) Let U and V be indecomposable modules and suppose k is 

algebraically closed. Show that U ^ V has the trivial module as a 

direct summand if and only if the following two conditions are 

satisfied 

(a) U ^ V and 

(b) p>fdim(U) 

(hint: consider the composite map Hom,n(U,V) -• U 0 V ->- (Horn, n(V,U)) ; 

the corresponding map Hom^Q(U,V) <S> Hom^Q(V,U) ->- k is given by 

a ® b -• Tr(ab). This factors as 

Hom^Q(U,V) eg) Hom^Q(V,U) -̂  End^Q(U) -̂  k. Now use 1.3.3.) 

(iii) Let U be an indecomposable kG-module. Tensoring the 

sequence of (i) with U and using the fact that S2^(k) Si U ^ ^^(U) © 

projective (Schanuel's lemma), we obtain a short exact sequence 

0 ^ 2^{U) -V X -̂  U -. 0. 

Show that this sequence is always either split or almost split, 

and is almost split if and only if p>fdim(U). (Hint: let 

X = k + S2^(k) - S2(Rad(P^)/Soc(P-L)) ; use the identity (U* .V,x)=(V,U.x), 

together with (ii) and question 2). 

(iv) Show that the linear span A(G;p) in A(G) of the 

indecomposable modules whose dimension is divisible by p is an 

ideal, and that A(G)/A(G;p) has no non-zero nilpotent elements. 

(v) Suppose H is p-hypoelementary with Or)(H) cyclic. Show 

that A(H;p) consists of induced modules. Use 2.2.2 and induction 

to show that A(H) is semisimple. 

(vi) Using the results of 2.13, show that for any group G, 
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A(G,Cyc)5 the linear span of the modules whose vertex is cyclic^ is 
semisimple. 

4. Let G be an elementary abelian group of order eight, k a 

field of characteristic two, and V = Rad(P^ )/Soc(P-, ) . 

(i) Show that if W is a submodule of V then either dim(W)=l 

or dim(W n Soc(V)) > 1. Deduce that V is indecomposable. 

(ii) Using 3(iii), show that V ^ V ̂  Ŝ (V) ® 25(V). Thus V is 

self-dual, but V 0 V has no self-dual indecomposable summands. 

2.19 The Radical of dim̂ .Extg 

We define bilinear forms ( , ) for n > 1 as follows. If U 

and V are kG-modules, we let 

(U,V)^ = dim^Ext^(U,V). 

We extend this bilinearly to give (not necessarily symmetric) bilinear 

forms on the whole of A(G). The purpose of this section is to use 

the results of the last section to obtain information about the radicals 

of these forms, which in fact turn out all to be the same. 

2.19.1 Lemma 

(i) There is a natural isomorphism ExtQ(U,V) ̂  (S2̂ U,V)-̂ '̂  

(ii) (U,V)^ = (S2%,V) -<S2%,V> = ((l-u)S2^U,V). 

Proof 

(i) The short exact sequence 

0-».S2U->.Py->U->0 

gives rise to a long exact sequence 

0 - (U,V)^ -. (Py^V)^ 2 (S^U,V)^-^ 

L.^ExtQ(U,V) -> ExtQ(Pu,V) ̂  ExtQ(S2U,V)--^ 

_̂_0 

^>Ext^(U,V) ̂  ExtQ(Py,V) -. ... 

= 0 

Thus Ext^(U,V) ̂  (S2U,V)^/Im(a) = (S2U,V)-̂ '̂ , and for n > 2, 

Ext^(U,V) = Ext^"^(S2U,V). 

(ii) dim(S^^U,V)^'^ = (S2%,V) - < S2̂ U,V > by (i) 

((l-u)S2̂ U,V) by 2.4.3. 

2.19.2 Definition 

Rad( . )n = x̂ e ^(^)- ^^^y^n " ^ ^°^ ^^^ ^ ^ A(G)}. 
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Since 2.4.3 implies that (x,y) = (u y^x) we have 

Rad( , )n = ̂ x ̂  ̂ ^^) • ̂ y^^^n " ° ^°^ ̂ ^^ ^ "̂  A(G)}. 

2.19.3 Lemma 

Suppose U is a periodic kG-module with even period 2s, i.e. 

S2̂ (̂U) ̂  U. Then as elements of A(G), 

U = u^^.U. 

Proof 

By 2.4.2(ii), we have the following congruences modulo A(G,1). 

U = -u.2(U) = u^.2^(U) = .. = û .̂Ŝ ^̂ U = u^^.U . 

Now u = 1 modulo AQ(G,1), and so U = u^^.U modulo AQ(G,1). The 

result now follows from 2.11.3 n 

2.19.4 Theorem 

Rad( , ) is the linear span in A(G) of the projective modules 

and elements of the form 

2s 

i=l 

for U a periodic module of even period 2s. 

Proof 

Suppose X = Za.V. s Rad( , ) ^ . Then for V. non-projective we 

have 

0 = ( X , T ( S 2 V ) ) ^ 

= (S2^X,T(S2V )) - < 2^X,T{2^Y^) > by 2.19.1 

= (x, T( V ^ ) ) - < X,T(V^)> 

= - (X,V.T(25V^)) - <X,T(V^)> 

(since by 2.18.3 if V^ is non-projective T(V^) = -v.T(e5V̂ )) 

= - < X,T(25V^)> - < X,T(V^)> 

= " (coefficient of m^) - (coefficient of Vj_) 

Hence 

(coefficient of Vj_) = - (coefficient of 2Y^) 

Thus if a. 7̂  0, V. is projective or periodic of even period. 

Conversely, if V is periodic of even period 2s, then by 

2.19.3 we have 

(l-u)(l+u+ ... +u^^"^)V = 0 
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and so (l+u+ ... +û ~̂-̂ )V e Rad( , )^ by 2.19.1. But 

(1+U+ ... + û "̂-̂ )V = 2 (-1)^ 2^Y modulo projectives by 
1=1 

2.4.2(111) , 

2.20 The Atom Copying Theorem 

This Is a very short section In which we use the Burry-Carlson 

Theorem to investigate the behaviour of atoms under Induction. For 

simplicity we assume k Is algebraically closed. 

2.20.1 Theorem (Atom Copying by Induction) 

Let D be a p-subgroup of G, and let H be a subgroup of G 

with NQ(D) < H. Let V be an Indecomposable kG-module with vertex 

D and Green correspondent W. Denote by T the map given In 2.18.2 

both for G and for H. Then 

T(W)f^ = T(V) 

Proof 

By the Burry-Carlson theorem (2.12.3)3 if U is an Indecomposable 

kG-module, then 114-TT has W as a direct summand If and only If 

U ̂  V, and then only once. Hence 

< U,T(W)+^ - T(V) > = < Û Ĵ̂ ,T(W)> - <U,T(V) > by 2.4.6 

= 0 by 2.18.4, 

since all the dy's are 1. Hence by 2.18.5 T(W)f^ - T(V) = 0. D 

Exercise 

Suppose V is a kG-module with a Sylow p-subgroup P as vertex, 

and W is the Green correspondent of V as a kNQ(P)-module. Show 

that T(V)>^^ ^P^ = T(W). 

2.21 The Discrete Spectrum of A(G) 

In this section, we investigate what happens when we project the 

information we have obtained onto a finite dimensional direct summand 

of A(G) satisfying certain natural conditions (2.21.1). We obtain a 

pair of dual tables T.. and U.. analogous to the tables of values 

of Brauer species on the set of irreducible modules and the set of 
t t 

projective indecomposable modules. Indeed, the Brauer summand A(G,1) 
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turns out to be the unique minimal case (2.21.9). The set of species 
t ! 

of all such summands forms the discrete spectrum of A(G). 

2.21.1 Hypothesis 

A(G) = A © B is an ideal direct sum decomposition, with projec­

tions iT-ĵ :A(G) -*- A and TT2:A(G) -• B. The summand A satisfies the 

following conditions. 

(i) A is finite dimensional 

(ii) A is semisimple as a ring 

(ill) A is freely spanned as a vector space by indecomposable 

modules 

(iv) A is closed under taking dual modules. 

Remarks 

(i) Any finite dimensional semisimple ideal I is a direct 

summand, since 

A(G) = I ® n Ker(s) 
s 

where s runs over the set of species of A(G) not vanishing on I. 

(Note that if I as an ideal of A(G) then any species s of I 

extends uniquely to a species of A(G). For let x e I with 

(s,x) = 1. Then for any y e A(G), and any extension t of s to 

A(G), we have (t,y) = (t,y)(s,x) = (t,y)(t,x) = (t,xy) = (s,xy). 

Moreover, it is easy to check that (t,y) = (s,xy) does indeed define 

a species of A(G).) 

(ii) If A satisfies 2.21.1 (i), (ii) and (iii) then the span 

in A(G) of A and the duals of modules in A form a summand 

satisfying (i), (ii), (iii) and (iv). Thus (iv) is not a very severe 

restriction. 

If A-^ and A2 are summands both satisfying 2.21.1 then so are 

A^ + A2 and A^ n A2. We define A(G,Discrete) to be the sum of all 

A satisfying 2.21.1. Any element of A(G,Discrete) lies in some 

summand A satisfying 2.21.1. 

We write A^(G,Discrete) for the intersection of the B's given 

in 2.21.1. Note that A(G,Discrete) S A^(G,Discrete) is not 

necessarily the whole of A(G) (the fours group is a counterexample). 

2.21.2 Conjecture 

Let H < G. Then 

(i) r^ „(A(G,Discrete)) c A(H,Discrete) 
Lr ,n — 

(ii) 1^ Q(A(H,Discrete)) c A(G,Discrete) 
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2.21.3 Examples 

(i) By 2.11.3, A = A(G,1), B = AQ(G,1) satisfy 2.21.1. We 

shall call this case the Brauer case. 

(ii) It is shown in [M.P. O'Reilly , On the Semisimplicity of 
t 

the modular representation algebra of a finite group , 111. J. Math. 
9 (1965), 261-276] that the ideal A(G,Cyc), spanned by all the A(G,H) 

for H cyclic, is a finite dimensional semisimple ideal (see also 

exercise 3 to 2.18). We write A(G) = A(G,Cyc) ® A^CGjCyc). Thus 

A = A(G,Cyc) and B = A^CG^Cyc) satisfy 2.21.1. We shall call this 

case the cyclic vertex case, since ACG^Cyc) has a basis consisting 

of the modules with cyclic vertex. 

(iii) Let G be the Klein fours group and k an algebraically 

closed field of characteristic 2. Then A, (G) has infinitely many 

summands satisfying 2.21.1. Thus A(G,Discrete) is infinite 

dimensional. It turns out that A (G,Discrete) is isomorphic to the 

ideal of (C[X,X ] consisting of those functions which vanish at 

X = 1 (for more information see the appendix). Thus the set of 

species of A(G) breaks up naturally into a discrete part and a 

continuous part. Is there a general theorem along these lines? 

2.21.4 Lemma 

Suppose A(G) = A e B as in hypothesis 2.21.1. Then < , > 

and ( 5 ) are non-singular on A. 

Proof 

This is a special case of 2.18.7. • 

2.21.5 Definitions 

Let s^, •• > ̂ n ®̂ ̂ ^^ species of A, and V^, ''> ^n ^^^ 
indecomposable modules freely spanning A. Let G^ = T(VJ^) (see 
2.18.2) . 

The atom table of A is the matrix 

^ij " ^Sj,G^) = (Ŝ . ,TT^(G^)) . 

The representation table of A is the matrix 

Let A = rr-̂ _(a(G)) and A^ = A n a(G). 

2.21.6 Lemma 

A and AQ are lattices in A, and |A/AQ| = det(<V^,V.>) if k 

is algebraically closed. 

Proof 

For X 6 a(G), <TT-,(X),V.> = <X5V.> e Z. Moreover, 

<G.,V.> = 6.. if k is algebraically closed. D 
J -L -L J 
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2.21.7 Lemma 

If X e a(G) then (s.^x) is an algebraic integer. 

Proof 

The 2'-span in A of the tensor powers of TT^(X) form a sub-

lattice of A. Since this lattice satisfies A.C.C., this implies 

that for some m, 

(TT^(X))"' 5 2'-span(l,TT-̂ (x), .. , (TT-̂ (X) )"'"̂ ) . 

This gives a monic equation with integer coefficients satisfied by 

the value of every species of A on x. D 

2.21.8 Open Questions 

(i) For X e a(G), is (s.^x) always a cyclotomic integer? 

(ii) Is -̂/-̂o l̂̂ siys a p-torsion group? 

2.21.9 Lemma 

A(G,l)c A (!) 

Proof 

Since TT-,(1) is the identity element of A, it is non-zero, 

and hence by 2.21.4, for some J, <V. ,1> = <V. ,n-̂ (l)> ¥^ 0. Thus 

by 2.18.4, some V. is equal to P-̂ . 

Now look at the set of values (̂ g-̂ î̂  °^ Brauer species on P., . 

Suppose there are m different values (b ,P-, ) , . . , (b ,P-,). 
^1 -̂  ^m 

Let N be the kernel of the action of G on P,. This has 

order prime to p since Pn is projective. (In fact N = O^t(G) 

but we shall not need to know that). Then the b 's for which 

(b ,P̂  ) = dim(P-, ) are precisely those b with g e N (how can 

dim(P-|) be written as a sum of dim(P-|) roots of unity?). Since 

the Vandermonde matrix (bg. ĵ "̂  (P, )) is non-singular, some polynomial 

in P-, (which is hence an element of A) has value | G/N | on 

those b for which (b ,P ) = dim(P-, ) and zero on the rest. By 
g & -i- -L 

2.11.3, this element must be the group algebra of G/N. Now since 

A is closed under taking direct summands, every projective module 

for G/N lies in A. But the idempotent generator e for A(G/N,1) 

lies in A(G,1) since N has order prime to p, and every Brauer 

species of G has value 1 on e. Thus e is the idempotent 

generator of A(G,1), and so A(G,1) £ A. a 

S ince p., 6 A, we may choose our notation so that P-ĵ  = Vj_. 

the matrix U.. is invertible. We define 
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Thus <1,V^> = Z U..in. , and so for any x e A(G) and y e A we 

have the fo l lowing e q u a t i o n s . 

< l , y> = 2 ( s j , y ) m . 
J 

<x,y> = < l , x y > = 2 ^ ^ j * ^ ) ( s j , y ) m j . 

But now by 2.21.4, this means the m. are non-zero, and so we 

may define 

Thus we have, for x e A(G), y e A, 

(s.,x )(s.,y) 
2.21.10 <x,y>= 2 — ^ ^ 

Now let p^ = (s^,u) = (s^,Tr^(u)). By 2.4.3, for x e A(G) and 

y e A, we have (x,y) = <x,u.y> , and so by 2.21.10 we have 

P̂  J.(s.,x )(s.,y) 
2.21.11 (x,y) = 2 -^ ^ ^ 

Now let U be the matrix obtained from U by transposing 

and replacing each representation by its dual. Let C be the diagonal 

matrix of c.^s. The orthogonality relations 2.21.10 can be written 

in the form TC""-̂ Û  = 1, i.e. U^T = C. 

2.21.12 Question 
# + Is it true in general that U = U^, the Hermitian adjoint of U? 

In other words, is it true that (s,x ) = (s,x) ? This would imply 

that the c. are real algebraic numbers. Are they algebraic integers? 

2.21.13 Proposition 
1 

Suppose H < G, A satisfies 2.21.1, and r^ ^{A) £ A with 
t u , n 

A satisfying 2.21.1 (e.g. in the examples of 2.21.3 (i) and (ii), 
t 

we could let A be A(H,1) and A(H,Cyc) respectively) Suppose 
s is a species of A which factors through H, and t is a species 

of A fusing to s. Then 

C(.(s) = |N^(Orig(t)) n Stab^(t): Nj^(Orig(t)) | . ĉ Ĉt) 

Proof 

Choose an element x s A such that s has value 1 on x 

and all other species of A have value zero on x, and an element 

y s A such that t has value 1 on y and all other species of 

A have value zero on y . Then by 2.4.6, <y+ ,x > = <y,x+ĵ > , 

and so 
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(s..y t )(s^,x) (t.,y*)(t,,x+„) 

1 ^ ^ ,1 °H^*J^ 

Thus by the choice of x and y. 

"CQTSI Cpj(t) 

^ (s,x) ^ 1 

But the Induction formula 2.10.2 gives 

(s,y*f^) = |NQ(Orlg(t)) n Stab^Ct): Nĵ (Orig( t)) | 

thus proving the desired formula. • 

2.21.14 Corollary 

Suppose s is a species of two different summands A-, and Ap 

of A(G) both satisfying 2.21.1. Then the two definitions of CQ(S) 

coincide. 

Proof 

Take G = H, A = A. and A' = A-̂  + A in the proposition to 

conclude that the values of c^Cs) as species of A-̂  and of 

A-, + Ap coincide. n 

2.21.15 Corollary 

Let H < G and V be an H-module, and A, A as in 2.21.13-

Then 
p c (s) 

(s,Vf^) = 2 ^ ^ . (s^,V) 
s^~s Ĥ*̂ ô̂  ° 

t 

where s runs over those species of A fusing to s. 

Proof 

This follows from 2.21.13 and the induction formula 2.10.2. • 

2.21.16 Corollary 

Let A = A(G,1)- Then c^Cbg) = IC^Cg)] . 

Proof 

If G = <g> this is an easy exercise. For the general case 

apply 2.21.13 with H = <g> , s = b^ and t = b^. Then 

N^COrigCt)) n StabgCt) = C^ig), and Njj(Orig(t)) = <g> . Thus 

CQ(bg) = |CQ(g): <g>| . |<g>| = |CG(g)l 



2.22 Group Cohomology and the Lyndon-Hochschlld-Serre Spectral 

Sequence HP(G/N,H^(N,V) ) =̂  HP"^^(G,V). 

In this chapter I attempt to provide a brief description of the 

tools from group cohomology theory necessary for the study of 

complexity theory and varieties for modules (see sections 2.24-2.27). 

I have made no attempt at completeness. 

A free resolution of 2 as a 2G-module is an exact sequence 

0<—z<—X^< X^ < 
e 8-| dp 

with the X. free 2G-modules. The map e is called the augmentation 

map. It is easy to see that given two free resolutions we can find 

maps 

0 < I < X <-— X <-—- x^ 
6 |0 d-i |-L 3 Q ,<£ 

|0 ^ ,1 82 .2 

^̂i 4̂ "̂ i 
0 < 1 < X^ < X-[ < X^ < 

e ^ 2̂ 

and that any two such sets of maps are chain homotopic, namely given 
t 

X. and \l there are maps h^:X^ -> XJ^+T such that 
X^ - \l = a.h._ + h.al̂ -, (in fact this depends only on the X̂^ 

being free). 

If V is a ZG-module, taking homomorphisms from (X̂ ^̂ dĵ ) to 

V gives a cochain complex 

V° >̂ V^ — ^ > V^ 
a^ a^ 6^ 

with 
V^ = Hom^Q(X^,V) 

S""" = Hom^^Ca .̂-, ,V) (i.e. the map obtained by 

composition with a.^-,). 

We define cohomology groups 

H^(X,V) = Ker(8̂ )/Im(8̂ "̂ -̂ ) i > 0 

H''(X,V) = Ker(a°) - V^ . 

Given two free resolutions Xj_ and Xl^, a map of resolutions X^ 

gives rise to a map X̂ -.H (X',V) -^ H-^(X,V), and since any two X. 

are homotopic, they give rise to the same \^. In particular, if 

[J,.: xl ->- X. then X.^L. is homotopic to the identity map, and so 

x̂*X* = 1. Thus we have a natural isomorphism H^(X,V) ̂  H^(x',V), and 

so the cohomology groups are independent of choice of free resolution. 
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Thus we may simply write H''"(G5V). 

The bar resolution is the free resolution given by letting X. 

be the free a'G-module on symbols [g-.| ... Ig.], g.- e G, and 

[gj ... |g^]a^=[gil ... ISn-l^S^ %i/-l^'^Sll ••• ISn-i^n-i+li 

lg,] 

+ (-l)''[g2l ... |g^] 

[]e 

The submodules of X. generated by those [g-,| ... Ig^] with 

some g-j_ = 1 form a free sub complex which we may quotient out to 

obtain the normalized bar resolution (X.(G),d^), 

Remark 

The bar resolution becomes more transparent if we write it in 

terms of the 2'-basis 

(go,...,gn) = [gogi^lgigi'^l---lgn-iSn'^^gn 

(go....,g^)g = (g^g,. . . ,gĵ g) 
n 

(go'-•-^gn^^n " ^ (-1)^ ̂ (go'-••'Si^^.g^+n....jg^) 
i=o 

In particular3 this makes it easier to check that it is indeed a 

resolution. 

If X. and Y. are resolutions of 1, then so is 

(X ̂  Y). = 2 X «> Y , with boundary homomorphism 
p+q=i P "^ 

(*) (x ̂  y)a = X «) ya + (-i)^®s(y) ̂ a ̂  y. 

Thus there is a map of resolutions A: X. -• (X «> X)., and any two 

such are homotopic. Such a map is called a diagonal approximation. 

For the (normalized) bar resolution, we use a particular diagonal 

approximation called the Alexander-Whitney map 
n 

[gll .. Iĝ lA = _2^ [gj .. |gj]gj+r-Sn ^ fSj+il .. Ig^]. 

A diagonal approximation gives rise to a cup product on the 

cochain level as follows. If f-^ e U"̂  and f2 e V̂  then 

f̂  u f2 6 (U ® V)̂ '̂ '̂ " is given by x(f-L w f^) = (xA)(f-j_ 2> f^^' ^^r 

example, the Alexander Whitney map gives 
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deg(fp) 
Since (f^ u f^)d = f-j_ ̂  f^d + (-1) ^ f-̂6 ^ f^ by (*), the 

cup product of two cocycles is a cocycle, and the cup product of 

a cocycle and a coboundary, either way round, is a coboundary. Thus 

we get a cup product structure 

u:H^(G,U) ̂  H'̂ 'CĜ V) -̂  Ĥ -̂̂* (G,U ̂  V), 

and it is easily checked that since any two diagonal approximations 

are homotopic, all diagonal approximations give rise to the same cup 

product structure at the level of cohomology. The following properties 

of the cup product are easy to verify. 

2.22.1 Lemma 

(i) (x u y) u z = X v̂  (y o z) 

(ii) Let t :U (g) V -)- V S) U be the natural isomorphism. Then 

(X u y)t* = (_i)deg(x)deg(y)^ ^ ̂ _ ^ 

Remark 

We shall often denote cup product operations simply by juxtaposi­
tion. 

The main properties of the cohomology groups H'̂ (G,V) are as 
follows. 

(i) A short exact sequence 0 -> V^ H- V^ -»- V^ -• 0 gives rise 

to a long exact sequence in cohomology: 

0 -> H°(G,V^) -> H^CG^V^) -> H°(G,V^) ̂  Ĥ CĜ V̂ )̂ -. E^(G,Y^) ^ .. 

(ii) Universal Coefficient Theorem 

Suppose G acts trivially on V. Then there is a short exact 

sequence 

0 -̂  H^(G,5r)^ V -̂  H^(G,V) -. Tor̂ (Ĥ '̂ (̂G,2'),V) -> 0 

which splits, but not naturally. 

(iii) A map of groups G-^ -• G2 gives rise to a map of cohomol­

ogy H (G25V) -»» H (G^,V) for each i, and these maps commute with 

cup products. 

(iv) Kunneth Formula 

Suppose G acts trivially on V. Then there is a short exact 

sequence 

0 -̂  Z E^(G^,'S) ^ H'̂ '(G2,V) -^ Ĥ (G-j_ x G2,V) 
i+j=n 

Q 
D 

2 TorHH^CG-, ,2'),H'J (Gp,V)) ̂  0 
i+j=n+l ^ "• ^ 

which also splits, but not naturally. 
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If k is a field, then 

H (G-j_ X G^,k) ^ H*(G-j_,k) S) E* {G^,k) as graded rings, 

and if U and V are kG-,- and kGp -modules 

H*(G^ X G^jU ^ V) ̂  H*(G-̂ ,U) ^ E^(G^,Y), 

Note that the Kunneth Formula depends on G-, and Gp being 

finite 3 whereas most of this section does not. 

(v) If V is an kG-module, we may regard V as a 2'G-module. 

Then V , and hence H''"(G,V), have natural k-module structures, and 

for i > 0, H^(G,V) ̂  Ext^(k,V). 

(vi) Suppose G-, is a subgroup of the group of units of kG, 

whose elements are of the form 2a.g. with Zâ ^ = 1. Then since the 

concepts of resolution and diagonal approximation are purely module 

theoretic constructions, we get a homomorphism of cohomology 

H (G,V) ->- H (G-L,V) commuting with cup products, in the sense that 

H^(G,k) ^ H'̂ '(G,V) — > Ĥ |'̂ *(G,V) 

commutes. Beware that this makes no sense with k replaced by an 

arbitrary module U, since the action of kG on U S> V does not 

commute with the inclusion kG-, «->• kG. 

(vii) In [48] it is shown that if A is a commutative ring 

satisfying A.C.C. then H (G,A) (regarding A as a 2G-module with 

trivial action) satisfies A.C.C., and that if V is a AG-module finitely 

generated over A, then H (G,V) is a finitely generated module 

for H (G,A). By 2.21.1, H (G,A) is not necessarily commutative, 

but the subring H®^(G,A) = '9 H "̂ (G,A) is commutative. 

Now suppose V is a kG-module. We form the Poincare series 

^^(t) = 2 t^ dim^(H"(G,V)). 

Then since H (G,V) is a finitely generated module over H (G,k), 

it follows from 1.8.2 and the remark following it that ^v^^) ^̂  ^ 
r kj_ ^ 

rational function of the form f(t)/.TT(l-t ) where k̂  , ..., k^ 

are the degrees of a set of homogeneous generators of H^CG^k), and 

f(t) is a polynomial with integer coefficients. 

(viii) If H is a subgroup of G, we have natural maps 

reS(.̂ ĵ :H*(G,V) -̂  H*(H,V>̂ JJ) 

trj^^^ :H*(H,V>̂ ĵ ) ̂  H*(G,V) 

normĵ  ^ :H*(H,V) -. H*(G, 
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given as follows. A resolution of 2 as a 2G-module is also a 

resolution as a STH-module, and Hom™Q(X^,V) c_ Hom-„(X. ,V). Thus 

G-cocycles may be regarded as H-cocycles, and G-coboundaries are 

H-coboundaries. Thus we obtain a (not necessarily injeative) map 

res^ j^:H^(G,V) -*- H (EyY^^) (this is the map induced by the inclusion 

H<^ G ) . Similarly, let {g.} be a set of right coset representatives 

of H in G. Then Trj^ ̂ (x) = Z g7"^xg. is in Eom^^iX^yY), and 

Trjj n commutes with 6̂ .̂ Thus we obtain a map 

trjj^Q:H^(H,V^'jj) -. H^(G,V). 

Now if X = {Xj^,8.,e} is a free resolution of V as a 2H-module, 

then we can form the tensor product of chain complexes 0 (X <» g^) as 
J -^ 

a complex of 2fG-modules, as in the tensor induction construction. 

If Y is a free resolution of V<5 as a 2G-module, we know that there 

exist chain maps Y - ^ > ^(X « g ^ ) , and that any two such are homotopic. 

Thus for i even, if x e Homj^j^(X^,W), »(x S> g ) e Hom^Q(®(X » g.) ,wl ) , 

and composing with 0 gives 

Normpj Q ( X ) = (̂  . S> (x «> g.) e Hon^^G^^I G :H| i'^^ ^' 
J 

It is shown in Lemma A,1,1 of Benson, Representations and Cohomology, 
II: Cohomology of groups and modules (CUP, 1991) [the original 
reasoning in these notes was incorrect at this point]that Normjj Q sends 
cocycles to cocycles and coboundaries to coboundaries, and hence 
induces a well defined map for i even 

normjj ^rExtj^^ (V,W) -^ Extj^Q'^'^1 ̂(V<8)̂ ,W(8>̂ ) . 

These maps satisfy the Mackey type formulae 

resQ j,tr ^(x) = Z tr (res (x^)) 
^'^ ^'^ HgK H^n K,K H^,H^ flK 

(if V = W = k ) resp v-normx. p(x) = n norm ^ (res ^ ^ (x^)). 
^'^ ^'^ HgK H^n K,K H ^ , H S nK 

(ix) Let P 6 Syl (G). Then trp Qres^ p(x) = |G:P|.x, and so 

reSn p is infective. 
' I G ' H I 

(Warning: it is not in general true that normj^ Q ^ ^ S ^ JJ(X)=X' * ') 

(x) Shapiro*s lemma 

If V is a 2H-module then there is a natural isomorphism 

H^(G,Vf^) 3?H^(H,V); more generally, if U is a 2G-module and V 

is a 2H~module then there are natural isomorphisms 

ExtQ(U,V+^) ^ Ext^(U+pj,V) and ExtQ(Vf^,U) ^ Ext^(V,U>^jj). These are 
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proved by induction on 1, starting with Probenlus reciprocity and 

using the long exact sequence in cohomology. 

Now suppose N 5 G, and V is a 3fG-module. Our intention is to 

develop the Lyndon-Hochschild-Serre spectral sequence comparing 

HP"*"^(G,V) with HP(G/N,H^(N,V)) . We use the normalized bar resolution, 

and we let V^ = Hom^Q(X^(G),V) for i > 0 as above. We filter V^ 

by 

FPV^ 

whenever 

are in 

It is easy to see that (P%^)6^ c F̂ V̂ "̂ "̂  

and that the ĉ up product map takes F̂ U''' <8) F̂ V*̂  

We also introduce a second filtration of V 

pPy^ = I V^ p < 0 

{f e V^: [g-ĵ l . . | g^] f depends only on 

the cose t s Ng. for j < p} , 0 < p < i 

0 i < P 

This also satisfies (F*V^)5^ £ F̂ v̂ "̂ ^ and F^V^ 2. F̂ '̂ '̂ V̂ - This 

filtration has the disadvantage that it is not compatible with the cup 

product, but the advantage that it is easier to calculate with. The 

fact that they give rise to the same spectral sequence will follow 

from the following lemma. 

2.22.2 Lemma 

H<^'(FPVVFM,6) = 0. 

Proof 

This follows from an explicit calculation with cocycles and 

coboundaries. Note that F^V £ F^V since any subset of {1,..., i} 

of size at least i-p+1 contains an element of {1,..., p} . n 

2.22.3 Proposition 

The inclusion F̂ V"̂  £ P̂ V"̂  induces isomorphisms 

(i) Y: Ĥ '̂CF̂ V̂ ê) ̂ H'^'cFv^^e) 

(ii) #: H^'(FM/FP"^M,6) ^ H'^'(FPVVPP'^M,6) 

Proof 

(i) follows from 2.22.2 and the long exact sequence of cohomology. 

(ii) follows from (i) and the five-lemma. a 
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We now construct the spectral sequence. Set 

DP'^ = DP'^(V) = UPyP"^^ p+q > 0 

p+q < 0 [: 
O O ^ O O 

Note that E^^^ 0 whenever p < 0 or q < 0. Set 

oP^q = DP'^^CV) = HP+^(DP''1(V),5) 

Ker(6P+1| „ J/Ini(5P+1-l | 
iP.q 

= HP+^(PPVP+^,5) 

- HP+'̂ (pPvP+'̂ ,6) 

EP,q = EP'^(V)= HP+'JcEP'̂ J.e) 

1 1 ^ o ' 

j^p-l,q+l^ 
o 

= HP+<3(PPVP-"5/FP+V+=J,5) 

- HP+'5(PPVP+<1/FP-'V+'^,5). 

Then the short exact sequence 

0 -. DP+^''^-^ - DP'^ - EP'^ - 0 
O 0 0 

gives rise to a long exact sequence 

.p+l,q-l ^ p,p,q p^q 

Notice that by this stage it does not matter whether we started 

with pPyP^^ or pPyP^^ . 

Setting 

and 

^1 " ̂ 1^^) " * DP'^(V) 
p,q 

7P,q/ E. = E (V) = e E^^^(V) 
P>q 
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we fit these homomorphisms together to make an exact couple 

in 

1̂ -yi 

i.e. each pair of consecutive maps is exact. 

Every time we have an exact couple as above, we obtain a spectral 

sequence as follows. The spectral sequence arising from the particular 

exact couple we have described is called the Lyndon-Hochschild-Serre 

spectral sequence. 
2 

Since ^-\}^i = 0, we have (k-,j-.) = 0. 

^^I'^l^ is a cochain complex. We define 

D2 = Imd-^) 

E2 = H(Ê ,d-L) 

i2 = ij : D2-> D. 

Thus setting d-. V i ' 

If X 6 Dps write x 

obtain 

yi-̂  and define xj 2 = yj-j_ + Im(d-|̂ ) to 

J2 : D2 - E2 

If z + Im(d-,) e E2, define (z + Im(d3_))k2 = zk-, to obtain 

D^. 

2.22.4 Lemma 

The maps J2 ^^^ ^p ^^^ well defined, and 

io 

-> D. 

is an exact couple. 

Proof 

Easy diagram chasing. 

is called the derived couple of The couple D25E2,i23J2'^2 
D-, ,E ,i-. ,J, ,k-. . Continuing this way, we obtain, exact couples 

for. each n > 1 ^n'^n'^n'^n'^^n 

rP.q ^'"(Vl-^n!i'^-' 

D and E^ are bigraded as follows, 
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E n 
p,q 

n 

i has bidegree (-1,1) 

j has bidegree (n-l,-n+l) 

k has bidegree (1,0) 

d^ = k^j^ has bidegree (n,-n+l). 

Each D^'^ is a submodule of D̂ **̂  , and we write D^'^ for 

n D ̂ '^. Since each EJ is a subquotient of E^*? we may find ^ n n ^ n-i -̂  n 

subgroups DP'^I = ZP''̂  z Z?''̂  Z zf'*̂  1 ••• 1 B?''! ^ ^l'"^ D fiP''! 

= DP+1'^-1 such that EP-'I = ZP'1/BP'I . We set zP'̂ l = n Z?''' , o n n n «> n ' n 

BP'I = U BP-'I and EP'^ = zP 
>q/gP>q _ Note that since E^'^ = 0 

oo XI oo 00 oo J^ 

n 

whenever p < 0 or q < 0 and since d has bidegree (n,-n+l), it 

follows that for n > max(p,q) + 1, E^*^ = E^l? = E^'^ . (In fact 
^ ^ n n+i «> 

it can be shown [50] that there exists a value of n independent of 

p and q such that E^*^ = EP_J_̂  = E^'^ ). 

Remark 

The maps d^:E°'^" -^ ^^'^ ^^^ called the transgressions or 

face maps. 

2.22.5 Theorem 

(i) EP'^(V) ^ Homg/^(Xp(G/N),H'l(N,V)) 

(ii) EP'^(V) ^ HP(G/N,H^(N,V)) 

(iii) HP'^^(G,V) has a filtration FPHP'^^(G,V) such that 
FPHP+^(G,V)/FP+^HP+^(G,V) -EP'^(G,V) . 

Sketch of Proof 

(i) We have a homomorphism 

pP,q , iPvP+^ ̂  Homg/j^(Xp(G/N),Homj^(Xq(N),V)) 

given as follows. If cp e F^V^ ̂ , 

[nj.. |nq3([gj..|gp] (cppP̂ l̂)) = [gi|..|gp|n^|..|nq] cp. 

pP'*̂  induces a map 

pP'̂ l : EP'^(V) - Homg/j^(Xp(G/N),H^(N,V)) 



108 

and a somewhat lengthy calculation shows that p?'*̂  is an isomorphism, 

(ii) A similar calculation shows that 

dP^q pP>q = ( - i ) q p P - i ^ q § 

where 6 is the coboundary homomorphism for the complex 

Homg/j^(Xp(G/N),H^(N,V)) . Thus p^'^ induces an isomorphism from 

EP'^(V) = H(EP'^(V),dj^) to HP(G/N,H^(N,V)) 

= H(Homg/j^(Xp(G/N),H'l(N,V)),6). 

(iii) For n > max(p,q) + 1, we have E^'^ = E£'^ , and the 

exact sequence 

> j)P-n+2,q-hi-2 ^ ^̂ p-n+l ,q+n-l ^>EP »q >̂ D^"^^'^ > 
k ^ i n J n ^ n 

n n ^n n 

reduces to 

0 -. Im(HP+'l(FP+^vP+^) -^ HP-^CG.V)) ' ^ 

^Im(HP+^(FPvP+1) - HP+'1(G,V)) - fiP'^ -

Thus if we filter HP''^(G,V) by letting 

FPHP+'ICG.V) = Im(HP+'l(FPvP+^) - HP+'1(G,V)) 

we have 

F°HP+^(G,V) = HP+^(G,V) 

FPHP+^(G,V) /FP+1HP+^(G,V) ^ E P ' ^ ( V ) 

FP'^^+^HP'^^(G,V) = 0. • 

We express the information given in the above theorem by writing 

HP(G/N,H^(N,V)) - HP"^^(G,V). 

Another computation similar in nature to all the others we have 

avoided writing out shows that the natural cup-product structures on 

the two sides of 2.22.5(i) are related by 

(u u V) pP+p''q+q' = ( - i )P'^(u pP'^ u V pP' '^ ' ) , 
(u e EP'^(V), V e EP'^(V), U U V e EP'^(U ^ V)). 

Since the cup product on E-ĵ  satisfies 

(u u v)d-L = u o vd^ + (-l)̂ Ŝ(̂ ) ud^ u V 

(where deg(v) = P' + q' if v e E? '*̂  ) , it follows that a cup 
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product structure on E^ is induced, and so on, at each stage 

satisfying 

(u ^ v)d^ = u - vd^ + (-l)̂ ĝ(̂ ) ud^ o V. 

The cup product structure at the E^ level is just the graded version 

of the cup product H (G,U) 0 H*(G,V) -> H*(G,U 0 V). 

Setting V equal to the trivial module k, we get maps 

making E^(U) into a module over E (k) , and likewise E^(U) into a 

module over E (k). 

As an example of an easy application of the spectral sequence we 

give the following. 

2-22.6 Proposition 

There is a five term exact sequence 

0 -̂  H^(G/N,V^) ^ H^(G,V) ^ H^(N,V)^/^ ^ H^(G/N,V^) -̂  H^(G,V) 

Proof 

0 ^ E 

By 2.22.5 we are looking for maps 

1,0 

. 0 , 1 

T X . 0 , 1 2,0 

? 0 > 2 

riTT 

XIT" 

We have a t the E^ l e v e l the fo l lowing maps 

Thus 
E I . O ^ ^ I . O 

E O ' l ^ K e r ( d ° - b 

E^ ' ° 3 CokerCd^'-"-) 
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and the proposition is proved. a 

2.22.7 Corollary 

Suppose G is a p-group, and the map G -^ G/<l> (G) induces a 

monomorphism Ĥ (G/«I> (G) ,2/p^) -^ B.^(G,^/^2). Then #(G) = 1, i.e. G 

is elementary abelian. 

Proof 

Since B.^(G/^(G) ,2/v2) ^ H-'-(G,2'/p20 ( ^ [G/'l> (G) ]*, see exercise 1) 

the above exact sequence implies that E (^(G) ,2/p2) ' ^^ = 0. 

Hence <i>(G)/*̂ (G) = 1, and so <I'(G) = 1. D 

Exercises 

1. Let G be a p-group. Using the isomorphism H (G,2/p2r) ̂  

Ext̂ (̂ /p2',2'/p2) show that H-̂ (G,Z/p2') ̂  [G/<I>(G)]* ^ 
2 * 

(J((2'/p2')G)/J ((2/p2')G)) (hint: look at matrices of shape 

^0 1/ over Z/pZ') , 

2. Let G be a cyclic group of order p, G = <g>, and let V be a 

afG-module. Using the resolution 

a -I do S "J 

0 < 3 < (2G)^ < — ^ (2G)^ <—^(2G)2 

given by 

) ^ ^(a + g + .. + g^"-'-)^.! i e-v 

((1 - g)i_i i oc 

calculate H^(G,V) (it is clear that H^(G,V) is a subquotient of 

V since each term in the free resolution above is a one-generator 

module). In particular, show that 

i = 0 

Ĥ (G,2') ^ \ 2/^2 i even, i ̂  0 

and 

i odd 

Ĥ (G,Z'/pZO = Zyp2^ for all i 

(compare this with the universal coefficient theorem). 

Write down the long exact sequence associated with the short exact 

sequence 0 -» 2 -> 2̂  -> 2yp^ ̂ 0 of coefficients. 

Using the diagonal approximation 



Ill 

Wq+r ' =2a)qVq.r 

(g)Q ̂  (l);j- q even, r odd 

2 (gJ), ®(g^)^ q odd, 
0< i< j < p-1 r 

r odd 

(check that this is indeed a diagonal approximation; you will need 

the identity 

(1 ® 1 - g S» g)( 2 ĝ  «• g"-) 
05 i< j < p-1 

= (l+g+..+gP"b «) 1 - 1 ® (l+g+..+gP"^) ) 

-k 

show that the ring structure of H (G,Z'/p2') is as follows. 

(i) P f 2: 

generators u, v 

deg(u) = 1, deg(v) = 2 
2 
u = 0 , uv = vu (i.e. E(u) «> P(v)) 

(ii) P = 2: 

generator v 

deg(v) = 1 

no relations (i.e. P(v)). 

2 
Show that if a is a generator for H (GjZ/pZO then for any 

G-module V, multiplication by a yields an epimorphism 

H°(G,V) -̂  H^(G,V) and isomorphisms H^(G,V) -> Ĥ '̂ (̂G,V) for q > 0. 

3. Use the Kunneth formula to calculate the cohomology ring of an 

arbitrary elementary abelian group. 

4. Let P e Syl (G), and let V be a kG-module. Suppose P is a 

t.i. subgroup of G (i.e. for g e G, either P^ = P or 

P n pS = 1)^ with normalizer N. Show that res^ « is an isomorphism 
"k "k v j , IN 

between H (G,V) and H (N,V) . (Hint: use tr^ ̂  and the Mackey 

formula). 
"k 

5. Calculate H (Ac,k) for k an algebraically closed field of 

(i) characteristic 2 

(ii) characteristic 3 

(iii) characteristic 5. 
"k 

(Hint: use question 2 to calculate H (P,k) for P e Syl (A^), then 
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use a spectral sequence to calculate H (NQ(P),k), and finally use 

question 4 to complete the calculation). 

6. (P. Webb) 

With the constants X-^ as in 2.13.6, show that if U and V 

are modules for G then 

(i) dim^Ext^(U,V) = 2 \jj dim̂ Ext2(mĵ ,V>̂ jj) 

(ii) dim,H^(G,V) = Z X„ dim.H^(H,V) 
^ HsHyPpCG) " ^ 

(iii) ^^(t) = 2 X„ ^„, (t) 
^ HsHyPp(G) ^ ^^H 

(in these sums, H runs over a set of representatives of conjugacy 

classes of p-hypoelementary subgroups). 

7. Let G be a p-group and V a kG-module. Using the long exact 

sequence of cohomology, show that 

(i) |Gr-̂ dim̂ S2(V) < dimĵ V < |G|dim^^(V) 

(ii) iGr^dimj^(V) < |Gr^dim|^25(V) < dimj^H^(G,V) 

dimĵ a(V) < |G|dim^V 

(iii) Given n > 0, 

-n-1 |Gr^"-^dim^V < dimj^H^(G,V) < |G|̂ dim̂ V̂ 

(use H^(G,V) ^ H^(G, eŝ "-̂ (V))) 

(iv) Given m, n > 0, 

dimĵ H°̂ (G,V) < |G| 1̂ -̂ 1+3 dim^H^(G,V). 

2.23 Bockstein Operations and the Steenrod Algebra 

In this section we describe the operations in cohomology 

necessary for the study of complexity theory in section 2.24. We 

begin with the Bockstein operations. 

The short exact sequence 

0 -• Z' i Z ̂  Z/pZ -> 0, 

where the left-hand map is given by multiplication by p, gives a 

long exact sequence in cohomology 



113 

- ^ ^ H 1 ( G , Z ) — 3 - H'1(G,2/P2') H'^"''^(G,20 ^a±L_> 

We define p = v iXq.. :H^(G,Z'/p2) -^ H'̂ "̂ -'-(G, 2f/p^) . This map p is 

called the Bockstein map. It is easy to verify that the following 

are satisfied. 

(i) P^ = 0 

(ii) (xy)p = x(yp) + (-l)'^^S^y)(xp)y . 

We shall also need the Steenrod operations on cohomology. These 

operations are in fact quite difficult to construct, and so we shall 

be content to list their properties and to take their existence for 

granted. 

2.23.1 Theorem 

There exist unique operations P^ :H^(G,Z/p2') -̂  H^^^^^P'^^ (G,Z'/p2) 

(called the Steenrod operations, or reduced power operations) 

satisfying axioms (i) - (v): 

(i) P is a natural transformation of functors. 

* and Sq^^"^^ for P^p 2i 
for P-" In case p = 2 we write Sq 

Sq"̂  are called the Steenrod Squares The 

,n (iii) (p ^ 2) If deg(x) = 2n then xP' 

(p = 2) If deg(x) = n then xSq^ 

(iv) (p ^ 2) If deg(x) < 2n then xP^ 

(p - 2) If deg(x) < n 

(v) Cart an formula If p ?̂  2, 

If P = 2, 

The axioms (i) - (v) imply 

(vi) Adem Relations , p 7̂  2 

If b < pa then 

0 

then xSq = 0 

(xy)P^ = 2 (xP^XyP^"^) 
i==0 

(xy)Sq^ = 2 (xSq^)(ySq^"^). 
i=0 

^ u [b/p] b+i 
P V == 2 (-1)̂ ^ 

j = 0 

(p-l)(a-j)-l 

b-pj 

pjpa+b-j 

If b < a then 
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a b f^/P^ b+i / ( P - l ) ( a - j ) \ . ^+b-i 
?%?^ = 2 (-1) ^ pJpa+b jp 

j=0 \ b -p j 

j=o \ b-pj-1 y 

( v i i ) Adem r e l a t i o n s , p = 2 

I f 0 < b < 2a then 

(viii) For p ^ 2, x e H^(G,Z'/p2) ̂  xP^ = 0 for i > 0. 

(ix) For p ^ 2, xe Ĥ (G,Z'/p̂ ) =. x^P^ = []) J'^^V'^)^ 

Proof 

See [89] and [90]. See also exercises 1 and 2 for a sketch of the 

construction, and [99] for a more extensive discussion. D 

The algebra generated by the P and p subject to the Adem 

relations is called the Steenrod Algebra A(p) . Thus A(p) has a 

natural action on H (G,2/p2') . See [68] for a discussion of A(p) 

and its dual. 

Let T = 2 P^ if p ^ 2, and T = 2 Sq^ if p = 2. By 
i=0 i=0 

axiom (iv) , T has a well defined action on H (GjZ/pZ') since for 

given X, only finitely many of the xP are non-zero. Moreover, 

the Cartan formula shows that T is an algebra homomorphism. 

2.23.2 Lemma 

Let X e H^(G,Z/p20. Then 

Cx + xP 

|x + xP + 

x T = \ x + xP p?^2 

xp p - 2 

Proof 

For p ^ 2, this follows from 2.23.1(ix). For p = 2, it 

follows from (iii) and (iv). D 

We are now ready to prove a theorem of Serre on Bocksteins for 

p-groups. 

2.23.3 Theorem (Serre) 

Suppose G is a p-group. If G is not elementary abelian, 

then there are elements x. , . . , x^ of [G/^(G)] ^ H-̂ (G,2'/p2r) 
2r 

such that (X;LP) ... (x^p) = 0 as an element of H (G,Z/p2r) . 
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Proof 

If G is not elementary abelian, then 1.11,1 tells us that the 

map Ĥ (G/'i>(G), 2'/p2') -̂  Ĥ (G,Z'/pZ') is not injective. By exercise 2 

of 2.22 and the Kunneth formula, if Yi > •• » Y^ fô :̂  a basis for 
H-̂ (G/*(G) ,2/p2) then {y. P} U {y.y. ,i < j } form a basis for 

2 -J- -̂  J 
H (G/§(G) ,2'/p2') . Thus there is a non-trivial linear relation 

(*) 2 a^.y^y + 2 b̂ (̂yĵ P) = 0 
ĵ  < j J J ^ 
2 

as elements of H (G,2/p20. If all the a.. are zero, take r = 1 

and x-i = 2^k^k* "̂ "̂"̂s we may assume that some a.. is non-zero. 

Applying the element P P P e A(p) to the relation (*), and using 

the relations 2.23.1 (v) , (viii), (ix) and the relation P̂  = 0, 

we obtain 

2 a ((y.p)P(y.p) - (ŷ P ) (y-P )P) = 0. 
i < j J -^ -J 

Note that by 2.22.1(iii), the ŷ P commute. 

Let k be an algebraic closure of 'S/'g2, and denote by 11 the 

(homogeneous) ideal of k[X-., .. , X. ] generated by the relations 

among y-.p , .. , ŷ P • Thus we have shown that U ^ 0. Moreover, 

by 2.23.2, U is stable under the operation of replacing X. by 

X^ + X^P (since (y-̂ P) P= 0). Denote by ^ the variety in k 

defined by U, and denote by F the Frobenius map 

(̂ 1, .., ̂ n)F = (X^P, .. , X^P) on k^. Then if v e ̂  , so is 

X(v + vF) for any constant X. 

We show by induction on i that the linear subspace W.(v) 

spanned by v, vF , .. , vF is in ^. Suppose true for i-1. 

Let 0 7̂  w = w-jV + W2(vF) + .. + Wi(vF"'") e W^(v) . Let ^ be 

a solution of the algebraic equation 

p 
X 

W. /W. T \P / WT \P 

J-1 

let Uj = ( ^ ) - (-^) + •• ± ( I T ^ ^""^ 1 < j < i-1, and let 

i-1 
u Z u. (vF-̂ ) e W. -, (v) . Then it is easy to check that 

j=l ^ 

w = X(u 4- uF) 6 J? . Hence Wj_(v) ̂  ^ and so W(v) = U W^(v) £ ^. 

This means that ^ is a union of subspaces stable under F, and 

hence ^ is contained in the union of all hyperplanes stable under F, 

of which there are only finitely many. These hyperplanes are defined 
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by the equations represented by x-p = 0 for the non-zero elements 

X. 6 H (G,2/pZ'). Thus n(x^-p) represents an equation which vanishes 
1 i 

on 1?. Thus by Hilbert's Nullstellensatz, some power of n(x.p) is 

in Jl, thus proving the theorem. D 

Finally, we examine the relationship between the Bockstein 

operations and the Lynson-Hochschild-Serre spectral sequence. 

2.23.4 Proposition (Quillen, Venkov) 

Let G be a p-group and V an kO-module. Let xp be the 

Bockstein of an element x of H (G,2/p2') £ H (G,k) . Regarding x 

as an element of [G/^(G)] , let H be the corresponding maximal 

subgroup of G. Then 

F P H P + ^ ( G , V ) . ( X P ) = F P + V + ^ + 2 ( G , V ) 

in the filtration arising from the spectral sequence 

H P ( G / H , H ^ ( H , V ) ) =» HP'^^(G,V) . 

Proof 

XP 6 

in 

Thus 

Let 

4' 
.{•o 

the 

X £ 

^ k ) , 

(k) 

map 

; H^(G/H,k) 

and since 

for all i. 

(vyj 

be the 

A ' 
I f 

,)d. 

,U 

V 

element corresponding 

= 0 for all i, xp 

e E?'^(V) then by 2.; 

= v(y^di) 4- (-l)^(vd^)yi 

to X. Then 

has images y. 

22.1(i), 

= (vd^)y^ 

bP,q ^ E P ' ^ ( V ) -. E?+^'^(V) 

given by multiplication by y. commutes with d.. 

We shall prove by induction on i that 

(a) b?'^ is an epimorphism for p > 0 

(b) b?'^ is an isomorphism for p > i-1 (see diagram) . 

Case 1 i = 2 

In this case we are looking at 

H P ( G / H , H ^ ( H , V ) ) ^ HP"^^(G/H,H'^(H,V)) 

and since G/H is cyclic of order p, the result follows from 

exercise 2 of 2.22. 

Case 2 i > 2, and (a) and (b) are true up to i-1. 

(a) Given v e E? '^, choose an inverse image v in E?_2^'^ 

so that vd._-, = 0 . By the inductive hypothesis (a), we may write 

V = ub̂ _-|L, u e E?_;^ . Then ud^.it*^,-^ = t̂î _-Ld̂ _-ĵ  = 0 and 
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^i-1 '̂"''' ^^^ ^° ̂ ^ inductive hypothesis (b) , 

is an element with ub. = v. 

pP>q (b) Given u e Ê '̂̂  with p > i-1, choose an inverse image 

u in E?^^ wuth ud̂ ^̂ . " -̂ Suppose ub^ = 0. Then 

ub^_^ = yd^_^ for some y e E?[Ĵ  J,q i ^ ^^^ p-i+3 > 2, and so we 

may write y = zh^_-^, z e E?~^ '̂  "̂  by the inductive hypothesis 

(a). Then 

(u - zd^^pb.^i = yd^.^ - 2b^.^d^_^ = 0 

and so by the inductive hypothesis (b) , u = zd. •• , and so u = 0 

in EP'"!. 

Having proved (a) and (b), it follows that 

bP.q:FPHP+'l(G.V)/FP+lHP+^(G,V) -. FP+V+^l+^^g v)/pP+V+^+^^g^^^ 

given by multiplication by xp is an epimorphism. The result 

follows immediately. n 

Exercises 

1. (Construction of Sq"'") 
2 

Let T = <t : t = 1> be a cyclic group of order 2 and let 

R be the resolution 
1-t l+t 1-t 

0 < 2 < 2T< 2T < 2T < . . . 

of 2 as a 2T-module. Let X be a resolution 

8 
0 <- e -1 °2 X^ <-

of 2̂  as a ZG-module. Then X <S> X (defined via the formula (*) in 
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section 2.22) is a (not necessarily free) 2(G ̂  T)-resolution of 2, 

deg(x.)deg(xp) 
where t acts via (xĵ  «> X2)t = (-1) (x2 *̂ Xĵ ) . X <8) R 

is a free 2(G x T)-resolution of 2, by letting G act on X and 

act on R. Use the existence and homotopy of maps from X ^ R to 

X ® X to show that 

(i) There exists a sequence of chain maps (D^, j - 0) of 

degree j from X to X ® X such that D^ commutes with augmenta­

tion and for j > 0, dD. + D.d = D. ̂  + (-l)-̂ D. _ĵ t. 

(ii) If {D. , j > 0} and {D.' , j ̂  0} are two such sequences 

then there exists a sequence {£., j ̂  0 } of chain maps of degree j 

from X to X <8) X such that E^ = 0 and for j > 0, — — — o -I » 

Given a 2G-module V, let D. be the induced map of degree -j 

from Hom^QCX <S> X,V) to Hom^(X,V) . If ue Hom2Q(X^,V) and 

V e Hom2Q(X^,V) define u ŵ  v = (u «> v)D* & ̂ o^2G^\i4n-i'^^ * 

Show that 

(u u^ v)6 = (-l)̂ u ŵ  v6 + (-D^'^uS v/̂  v 

- (-l)̂ u s^^_^ v - (-l)°̂ v ^^_^ u . 

If X 6 Hom™p(X„,2/22) define 

xSq^ = \ X o^_^ X = (x «> x)D^_^ if 0 :̂  i ̂  n 

if i > n. 

Show that 

(i) If x6 = 0 then (xSq^)6 = 0 

(ii) (x6)Sq^ = ((x 0 x6)D*_^ + (x6 ® x6)D*^^_^) 6 

(iii) (KI + X2)Sq^ = Xĵ Sq̂  + X2Sq^ 4- (x-̂^ <8> X2)D^_^_^^ 6 
t . I 

(iv) If Sq is defined using another sequence {D.,j > 0} 
i ' i * 

then xSq - xSq = (x (8> x)Ê _̂ _-|̂  6 . 
Deduce that there are well defined operations 

Sq^ : Ĥ (G,Z'/22') -. Ĥ '̂ (̂G,2/220 . 

n 9 

(a) If deg(x) * n then xSq = x since D^ is a diagonal 

approximation. 
(b) If deg(x) > n then xSq^ = 0 by definition. 
(c) If X 6 Ĥ (G,2'/2Z') , choose a cochain u e Hom2Q(\,2^/42) 
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whose reduction mod 2 represents x. Then u 6 is in 

Hom2Q(X^_j.^,22'/42')( ̂  HOHI^QCX^,^^ ,Z/22)) and represents 2.x P in 

H (G,2/22'). By examining (^^^-21-1 ̂ ^ ̂  ^ ^ ° ^ ^^^^ xSq̂ -̂ p 

represented by the cocycle 

Up) V2J-1 ̂  -̂  ̂  n̂-2j-l (̂ P) + ̂  V2J-2 ̂  

Hence Sq^^p = Sq^^^"^ and Sq̂ "̂*"̂  p = 0. 

(d) Construct a particular diagonal approximation for the 

resolution 0 -•- ^/2Z ^(2/22')T ^(2-/27)1 ^ ... and use it to 

show that (xy)Sq^ = Z (xSq^)(ySq^"^). 
i=0 

(e) Using the bar resolution, show that the D. may be chosen 

so that [x.j_| . .| x.]D. = [x-|_| . .| x.] S> [x^| . .| x.] . Deduce that Sq° = 1. 

Remark 

Using the bar resolution of Z' as a ZG-module, we can give 

cit maps D. as follows. 

If m is even, we set 

[x. . . X ]D = Z [x^l . . | x . X. + n . . x . X. ^ , | . . | x . 
J- n m 0< i ^ < iT< . . < i ^ < n ^ ^o\ ^o^^ ^ll ^ r^ 2̂ 

o 1 m 

^i.+i--^i. 

V I - 2̂ 

I m-i m m o 1 

X. ^ . I . . I X . X. + i | . . | x ^ ] . 
m 

If m is odd, we set 

[ X , | . . | x „ ] D„ = 
0 < 1 Q < I ^ < . . < i j ^ < n o 1 ^U+l H 

X. +1 I . . |X. 'i™ l+ l ' - - IX^X+l - - ' ' «® [xil . . |x m-i m m o ^i + r - ^ i . 

x. + i | . . | x ^ ] 

(and zero if n < m) . Note that D is just the Alexander-Whitney 

map. 

2. (Hard) Mimic the above construction for p odd. Let 

T = <t : t^ = 1> and use the existence and homotopy of maps from 

X 0 R to <8p(X) to construct maps P"*" with suitable properties. 
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Beware that you will also construct the zero operation many times as 

well! 

Remark 

Serre ([84] , p. 457) has shown that the Steenrod operations 

commute with the transgressions in the Lyndon-Hochschild-Serre 

spectral sequence; you will need to use this fact in the following 

exercises. For a more general account of how the Steenrod operations 

fit into spectral sequences, see [82], [86] and [87]. What happens is 

that Steenrod operations are defined on each page Ê '̂̂  of the 

spectral sequence. They go up the page (increase q) until property 

(iv) on the first component of degree tells us that they should be 

generically zero. Thereafter they go to the right (increase p) with 

a certain 'indeterminacy' which is killed on a later page of the 

spectral sequence (there is no indeterminacy at the E2 and E^ 

levels), until property (iv) on total degree tells us that they 

should be zero. 

E P > q 
r 

^/^ 

I 
^ zero 
I 

• ^ p 

These maps commute with the differentials d„, and agree with the 

Steenrod operations we know and love, on the E2' > ̂ o' ^^^ «̂» 

levels. They also satisfy Adem relations and Cartan formulas (v. loc. 

cit.). 

3. Let G be the dihedral group of order eight and let Z = Z(G) . 

Use the spectral sequence HP(G/Z,H^(Z,Z/2Z')) => BP^^{G,'Z/2^ and the 
it 

above remark to calculate the ring structure of H (G,Z'/2Z) . 

4. Repeat the above exercise with G equal to the quaternion group 

of order eight. 

Remark 

Quillen [74] has shown the following by similar methods. Suppose 

0 -• 2̂ /22' -• G -f E -> 0 is an extension of an elementary abelian two 
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group E by a central subgroup of order two. Since 

H (E,2'/22) ̂  S(E ), the symmetric algebra on the dual of E as a 

vector space, the given extension corresponds to a certain quadratic 
9 Vt 

form Q(x) s S (E ) . Let B be the associated b i l inear form. Then 
1 9 9^~^ 9^ 

Q(x).Sq-^Sq^ . . Sq^ = B(x,x^ ) 
2^ for each i. Each B(x,x ) is a non-zero-divisor modulo the ideal 

"k 
generated by the previous ones in S(E ), for 1 < i < h, h being 
the codimension of a maximal isotropic subspace of E, and for i > h 

2^ the B(x,x ) are in the ideal generated by the previous ones. The 

spectral sequence H^CE ,Ĥ (2/2Z',2'/220) =* Ĥ "̂ (̂G, zy220 therefore 

converges at the E, ,-, level, and in fact 
•[_ _ -j 

H*(G,2'/2Z) ̂  (S(E*)/<Q(x),B(x,x^), .. , B(x,x^ )>) <8> 2/22[w , ] 
2^ 

where w . is an element of degree 2 (appearing on the left-hand 
2*̂  

wall of the spectral sequence). See also [100] for a partial analysis 

of the corresponding case in odd characteristic. 

2.24 Complexity 

In this section, we shall define the complexity of a module, and 

develop some properties of this notion. The Alperin-Evens theorem 

(2.24.4(xiii)) is one of the main goals. 

2.24.1 Definitions 

Suppose X is a k-vector space graded by the non-negative 

integers. We say X has growth r(X) = a provided a is the 

we 

smallest non-negative integer such that there exists a constant [i 

with dim, (X ) < |j,n̂~ for all n > 1. If there is no such ( 

write Y(X) = °°. 

If V is a kG-module, let 

z 1 o 

be the minimal projective resolution of V. Namely P is 

the projective cover of V, P, is the projective cover of the 

kernel of PQ ->• V> ^^d so on. We define the complexity of V to be 

cx(V) = CX(.(V) = r(P^). 

The fact that cx(V) is always finite will emerge in the course of 

the proof of 2.24.4, but of course easier arguments could be given if 

that was all we wanted to prove (cf. 2.22, property (vii) of cohomology 

and 2.31). 
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The p-rank of a group G is the rank of the largest elementary 

abelian subgroup of G. 

A module V is periodic if for some n i^ 0, V = ffi^V. The least 

such n is called the period of V. 

2.24.2 Lemma 

Let G be a p-group and V a kG-module. Let xP be the 

Bockstein of an element x of H (G,2/p2) £ H (G,k) . Regarding x 

as an element of [G/#(G)] , let H be the corresponding maximal 

subgroup of G. Then 

Y(H*(G,V)/H*(G,V).(xp)) < Y(H*(H,V+jj)). 

Proof 

By 2.23.4, H^'^(G,V).(xp) = F^H^(G,V) , and so by 2.22.5, 

H^(G,V)/(H^"^(G,V) .(xp)) has a subspace isomorphic to Ê '̂ '-̂ CV) 

with quotient isomorphic to E^'^(V). Since G/H is cyclic, we have 

Y(H*(G,V)/H*(G,V).(xp)) = YCE^'^CV) ®E]^'^-^(V)) 

< Y(H°(G/H,H^(H,V)) ©H^(G/H,H^"^(H,V))) 

< Y(H^(H,V) ® H^"^(H,V)) 

(since H'''(G/H,W) is a subquotient of W for any module W; see 2.22 

exercise 2) 

= Y(H*(H,V)). • 

2.24.3 Lemma 

Let G be a p-group, and let V be a kG-module. Then 

(i) If H is a subgroup of index p in G then 

Y(H*(G,V)) < Y(H*(H,V+JJ)) + 1 

(ii) If G is not elementary abelian then 

Y(H*(G,V)) < max Y(H*(H,V+„)) . 
H<G " 

Proof 

(i) Let Y(H (H,V>I'JJ)) = c. Let xp be the Bockstein of an element 

X of H-̂ (G,k) corresponding to H. Then by 2.24.2, 

Y(H*(G,V)/H*(G,V).(xp)) < Y(H*(H,V>̂ jj)). 

Hence for some constant \, 

dim(H^(G,V)/H^"^(G,V).(xp)) < \n^"^ 

dim(H''"^(G,V).(xp)/H''"'^(G,V).(xp)^) < \(n-2)''"^ 

and so on. Thus 
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dim(H^(G,V)) < Xn^""^ +X(n-2)^~^ + X (n-4)̂ ""-'- + ... 

< X n for some constant X . 

(ii) Choose elements x-̂  , . . , x^ of H (G,2/p20 S. H"'"(G,k) in 

accordance with Serre's theorem (2.23.3). Let H. be the correspond­

ing subgroups of G, and c. = Y (H (H. ,V4'„ )). Then since the x.-P 

commute (see 2.22.l(iii)), 2.24.2 implies that for some constants 

„ 9 C-,-1 
dim(H''(G,V)/r' (G, V) . (x-̂ p ) ) < X^n 

0.(X3^P)/H^"^(G,V).(X3^P: 

< dim(H^"^(G,V)/H^"^(G,V).(x2p)) ^ ^2^^"^^ 

dim(H^"^(G,V).(x3^p)/H^"^(G,V).(x3^P)(x2P)) 

n-2,^ .7N/T,n-4,̂  „v , ONX ̂  ̂  / ox^2"^ 

and so on. Thus 

dim(H^(G,V)) < X^n ^ + \r^(n-2) ^ + ... + X^(n-2r) ̂  

max(c.)-l 
< (ZX^) n =L . • 

2.24.4 Proposition 

(i) If H < G then cXĵ (V+jj) < CXQ(V) . 

(ii) If H < G and W is a kH-module then CXQ(W+^) = CK^W . 

(iii) CXQ(V) = maxY(ExtQ(V,S)), where S runs over the simple 
S 

kG-modules. 

(iv) If G is a p-group, cXp(V) = Y(H (G,V )), where V is 

the dual of V (in fact we shall see in 2.25.9 that CXQ(V) = cx^(V)). 

(v) If 0 -> V̂  ->• V2 -• Vo ->- 0 is a short exact sequence of 

kG-modules then CXQ(V^) 5 max(cxQ(V.),CXQ(V^)), {i,j,k} = {1,2,3}. 

In particular, the two largest complexities are equal. 

(vi) cxg(V e W) = max(cX(.(V),cxg(W)) . 

(vii) If D is a vertex of V, then CXQ(V) = cxĵ (V+j.) . 

(viii) CXQ(V (8» W) < min(cxQ(V) ,CXQ(W)) 

(ix) cXg(V) 5 cxg(k) 

(x) cXp(V) = 0 i f and only i f V i s p r o j e c t i v e . 

(x i ) cXg(V) = 1 i f and only i f V i s p e r i o d i c e p r o j e c t i v e . 

( x i i ) I f G i s a p-group and H i s a subgroup of index p^ 

then ^^H^^^H^ " cXg(V) < cXjj(V+jj) + n 
( x i i i ) CXQ(V) = max cXg(V+-g) as 

a b e l i a n p-subgroups of G ( A l p e r i n , E v e n s ) . 

( x i i i ) CXQ(V) = max cXg(V4'-g) as E ranges over t he e lementary 
E 
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(xiv) cxg(k) equals the p-rank of G. 

(xv) CXQ(V) is bounded by the p-rank of G for all V. 

Proof 

(i) A projective resolution of V is also a projective 

resolution of V4'TT. 

(ii) Inducing up a projective resolution of W to G gives a 
Q 

projective resolution of Wf , with the property that the original 

resolution is a summand of the restriction (Mackey decomposition). 

(iii) Let S^, .. , S be the simple kG-modules with projective 
covers P., .. , P_. Let d- = dim. End p(S.) . If 1 m 1 k KG 1 
. . -> R2 ->- R-i ->- R -• V ->- 0 is a minimal projective resolution of V, 

then 

dim^Ext^(V,S^) = dim^Hom^g(R^,S^) 

= d..(multiplicity of P^ as a summand 

of R^) 

Hence dimĵ (R̂ ) = z (dim(P^)/d^) .dim^Ext^(V, S^) . 

(iv) If G is a p-group, then k is the only simple kG-module, 

and so (iii) gives 

cXg(V) = r(Ext*(V,k)) 

= Y(Ext*(k,V*)) 

= Y(H''(G,V*)) . 

(v) This follows from (iii) and the long exact Ext sequence, 

(vi) This is clear by forming the direct sum of the resolutions. 

(vii) cXg(V) > cxj3(V4'j3) = cxg(V>̂ ĵ t̂ ) > CX(,(V), by (i) , (ii) and 

(vi) . 

(viii) Tensoring a projective resolution of V with W gives 

a projective resolution of V ̂  W. 

(ix) This follows from (viii) since V ̂  V <8> k. 

(x) This is clear. 

(xi) Assume without loss of generality that V has no projective 

direct summands. Let . . ->• P-. -• P -• V -> 0 be the minimal projective 

resolution of V. By 1.8.6 there is a homogeneous element x of 

positive degree j in H (G,k) such that cup product with x induces 

an injection from H^(G,M* ® S) ̂  Ext^(M,S) to Ext̂ '̂ ^ (M,S) , for n 

sufficiently large, and for each simple module S. Since 

r(ExtQ(M,S)) < 1, this injection is an isomorphism for n sufficiently 

large. On the chain level, cup product with x is represented by a 
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map from P^ to P̂ _j_. , which since the resolution is minimal (cf. 

the argument for (iii)), is an isomorphism commuting with the boundary 

homomorphism, for all n sufficiently large. Thus S2̂ M ̂  2^ ^M 

for some n, and so since M has no projective summands, this 

implies that M ̂  Ŝ-̂M (Eisenbud, [47]). 

Remark 

There is a much easier argument over a field which is algebraic 

over the groimd field: pass down to a finite field, and remark that 

there are only finitely many modules of a given dimension. 

(xii) By induction we need only prove this for n = 1. The 

first inequality follows from (i), while the second follows from (iv) 

and 2.24.3 (i). 

(xiii) This follows from (i), (iv) and 2.24.3(ii). 

(xiv) cxgCk) = max cxg(k) by (xiii). 

< p-rank of G by (xii). 

Equality follows from the explicit structure of H (E,k) given in 

2.22 exercise 2. 

(xv) This follows from (ix) and (xiv). a 

2.24.5 Corollary (Chouinard) 

A kG-module V is projective if and only if V4'„ is projective 

for every elementary abelian p-subgroup E of G. 

Proof 

This follows from 2.24.4(x) and (xiii). D 

2.24.6 Corollary 

A kG-module V is periodic if and only if V̂ -̂  is periodic for 

every elementary abelian p-subgroup E of G. 

Proof 

This follows from 2.24.4(xi) and (xiii). D 

2.24.7 Corollary 

Let G be a p-group and V a kG-module whose restriction to 

some maximal subgroup is projective. Then V is periodic. 

Proof 

This follows from 2.24.4(x), (xi) and (xii). D 

Example 

In [64], Landrock and Michler examine the structure of the 

projective indecomposable modules for Janko's simple group J-̂^ over a 

splitting field of characteristic 2. It turns out that there is a 
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simple module V of dimension 20 and a subgroup H of J-, 

isomorphic to L2(ll) such that V+u is projective. A Sylow 

2-subgroup of H is contained to index two in a Sylow 2-subgroup of 

J-. (which is in fact elementary abelian of order eight) , and so by 

2.24.7, V is periodic. In fact, there is a short exact sequence 

0 -K e5̂ (V) ̂  Pi ^ S2̂ (V) -̂  0 

and so V has period 7. 

Exercises 

1. Let G be a p-group and V a kG-module. Let xp be the 

Bockstein of an element x of H (G,2/p2') £ H (G,k) . Let H be the 

maximal subgroup of G corresponding to x, and let F^H^ ^(G,V) 

be the filtration associated with the spectral sequence 

HP(G/H,H^(H,V)) - HP"^^(G,V). 

(i) Using exercise 7 of 2.22, show that for q > 1, 

dim^EP ' ̂  5 dim^EP ^^ < | H | ̂"*"̂  dim^H^ (H,Yi^) . 

(ii) Show that 

dim^B^'° < Z dim̂ Ê ""̂ '"̂ "̂  < |H|''"̂ ^ dim̂ Ĥ (H,V4'ĵ ) . 

(iii) Let U(n) denote the kernel of multiplication by xp on 

H^(G,V). Using the fact that the map h^'^: E^'° -̂  E^'^^'^ given 

by cup product with xp is an isomorphism for n > 1 (cohomology 

of cyclic groups), show that 

dim^U(n) < dim^(H^(G,V)/F^H^(G,V)) + dim^(U(n) fl F^H^(G,V)) 

n — 1 

< Z dim^Ef'^-^ + dim^B^+2'° 

in+4 
2|H|^'^Vm^Hl(H,V+jj). 

2. (Carlson [25]) 

Let G be a group and V a kG-module with vertex D. For a 

subgroup H of G, write V+u = W e P where P is projective and 

W has no projective suimnands, and define coretrCV) = W. Show that 

there is a constant BQ depending only on G such that if V has 

no projective summands then 

dimi,V < Bp. max dim. coreT̂ (V) . 
K ^ E < D, ^ ^ 

E elem. 
abelian 
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(Hint: first reduce to G = D by the theory of vertices and 

sources, then use Serre's theorem 2.23.3 together with exercise l(iii) 

and exercise 7(iii) of 2.22.) 

Remark 

This exercise may be used to give an alternative proof of the 

main results of this chapter, see Carlson [25]. 

2.25 Varieties associated to modules 

In this section, we introduce an affine variety associated with a 

given kG-module V. This is a certain subvariety XQ(V) of the 

spectrum X^ = Max(H''''(G,k)) of maximal ideals of the even cohomology 

ring. At this point it is appropriate to remark that if A is a 

commutative Noetherian graded, ring, and A' is the subring generated 

by the A^ for i divisible by a given natural number n, then 

Max(A) ̂  Max(A'), the isomorphism being given by M i-̂- M PI A'. 

Thus it is fairly natural to pass down to the even cohomology, to 

obtain a commutative ring^ It will turn out that the dimension of 

XQ(V) is equal to the complexity of V. 

In the case where G is elementary abelian, we show that XQ(V) 

is naturally isomorphic to a variety YQ(V) defined in terms of the 

restriction of V to certain cyclic subgroups of kG. 

In the next section, we shall see how the variety associated to a 

module for an arbitrary finite group is controlled by the restrictions 

to elementary abelian subgroups. 

Throughout this and the next two sections, we assume that k is 

algebraically closed. 

2.25.1 Definitions 

Let XQ = Max(H®^(G,k)), the set of maximal ideals of H^^(G,k), 

as an affine variety with the Zariski topology. Since H^^(G,k) is a 

graded ring, we may also consider XQ = Proj(H^^(G,k)), the set of 

homogeneous ideals, maximal in the ideal I of elements of positive 

degree. There is a natural morphism XQ\{0} ->~>'XQ, where 0 is the 

point in X^ given by the ideal I, This homomorphism takes an 

ideal to the ideal generated by the homogeneous elements in it. We 

have dimCXg) = dim(XQ) - 1. 

We denote by Annp(V) the ideal of H^^(G,k) consisting of 

those elements annihilating H (G,V). The support of a module V, 

written Xg(V), is the set of all maximal ideals M e XQ which 

contain Ann^CV 3) S) for some module S. We denote by 1Q(V) the 
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ideal of H ^(G,k) consisting of those elements x such that for all 

modules S, there exists a positive integer j such that 

H*(G,V (8>S).x̂  = 0 . If H < G, then H*(H,V>̂ jj ® S) ^ H*(G,V (S) St^) by 

Shapiro's lemma, and so res^ „(IQ(V)) Ĉ  I^CV). 

2.25.2 Lemma 

Suppose 0 ->• V' H- V ->- V" -»• 0 is a short exact sequence of kG-

modules, and x^ e Ann^(V'), X2 e AnnQ(V") . Then x-|X2 e Ann^CV) . 

Proof 

This follows from the long exact sequence of cohomology. D 

Thus in the definition of ln(V), it is sufficient to check for 

S equal to the direct sum of the irreducible kG-modules. 

2.25.3 Proposition 

X(.(V) = Max(H^^(G,k)/Ig(V)). 

Proof 

If M e XQ(V) then since M is prime, 1Q(V) Ĉ  M. Conversely, 

suppose IQ(V) C_ M. Let S be the direct sum of the irreducible kG-

modules. Then x ^ M implies x-̂  i Ann^CV «> S) . Hence M e XQ(V) . n 

In particular, since IQ(V) is a homogeneous ideal in H (G,k), 

XQ(V) is a subvariety of XQ consisting of a union of lines through 

thr origin. Thus Xg(V) = Proj (Ĥ '̂ (G,k)/I(.(V)) is a projective 

subvariety of XQ. 

2.25.4 Proposition 

dim(X(.(V)) = cXg(V*) . 

Proof 

Let S be the direct sum of the irreducible kG-modules. By 

2.24.4(iii), cxg(V*) = r(H*(G,V % S)) 

= r(H^^(G,V ® S)) 

= Y(H^^(G,k)/Ig(V)) by 2.25.3 

dim(Xg(V)) by 1.8.7. a 

Remark 

We shall see in 2.25.9 that CXQ(V*) = cxg(V). 

If G = E is an elementary abelian p-group, there is another 

variety Yg(V) which we may associate to a module V. J = J(kE) is 

a subspace of kE of codimension 1, and if x e J, then 1 + x is an 

invertible element of kE of order p. Before defining Yg(V), we 

need proposition 2.25.6. 
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2.25.5 Lemma 

Suppose V is a kE-module. If x e J has the property that 

V̂-, ^. is free, then a basis ®i » • • » ̂ n ^^ ^ ^^^ ^^ foxmd 
with the following properties. 

(i) E acts iipper triangularly (i.e. for g e E, e.g = e. 

mod <e^^2^, .. ' ̂ n ̂ ^ * 
(ii) The element 1 + x e kE is in Jordan canonical form. 

Proof 

Find a basis f T , . . , f of V such that 1 + x is in i n 
Jordan canonical form. Then the centralizer of 1 + x in GL(V) 

consists of all matrices whose p x p blocks are of the form 

Thus the collection of upper triangular 

X2 

matrices in this group form a Sylow p-subgroup, and so E may be 

conjugated into upper triangular form without disturbing 1 + x. D 

2.25.6 Proposition 
2 

Suppose V is a kG-module, If x, y e J, and x s y mod J , 

then V̂ ir<H-x ^^ free if and only if V̂ ir<i+v> ^^ free. 

Proof 

Suppose Vi, .̂. is free. Choose a basis e^ , .. , e for V 

as in 2.25.5. Then the entries on and immediately above the diagonal 

for y are the same as for x. Thus y^' has rank at least n/p 

(since the 1—, (p+1) — , .., (n-p+1)—rows are linearly independent), 

°̂ ^̂ k<l+y> ^̂  f̂ ^̂ - ° 
2 

For V ft 0, we now define Yg(V) to be the subset of Yg = J/J 

consisting of zero together with the image in Yg of the set of 

X 6 J such that V^^ n^. is not free. For V « 0, we define 

Yg(Y) = 0 . Since x e Yg(V) if and only if the rank of the matrix 

representing x^" is less than dim(V)/p, Y„(V) is defined by poly­

nomial equations (namely the vanishing of certain minors), and is 

hence a subvariety of Yg. 

The following theorem was conjectured by Carlson, and proved by 

Avrunin and Scott [ 9 ]. 

2.25.7 Theorem 

There is a natural isomorphism Yg = Xg, which has the property 

that for every module V, the image of Yg(V) is Xg(V). 
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Remark 

Before reading the proof, if the reader is not familiar with the 

cohomology of cyclic groups, he should turn back to 2.22, ex. 2. 

Proof of 2.25.7 

It is clear from 2.22 exercise 1 that H (E,k) is naturally 
9 ^ 

isomorphic to (J/J ) . Now, the Bockstein homomorphism 

p: H-'-(E,k) -• H^(E,k) is injective (see 2.23 and 2.22 exercise 2), 

and if yi , • . , y.. form a basis for H (E,k) then 
2 

{y.-P} U {y-jŷ  • i < J} form a basis for H (E,k) . For p odd, 
"̂  ev 1 

the subalgebra of H (E,k) generated by H (E,k)p forms a 

complement to J(H^'^(E,k)) . For p = 2, yp = y^ for each 

y 6 H (E,k). Thus in either case, Max(H^^(E,k)) is a vector space 

dual to H-̂ (E,k)p ^ H-̂ (E,k) ̂  (J/J^)"^, and hence X^ is naturally 

isomorphic to Y„. 

Now suppose X 6 J. As remarked after 2.22.1, the map 

k<14x> <-• kE gives rise to maps H (E,k) ->• H (<1-Hx>,k) and 

H (E,V) -)- H (<l+x>, V) commuting with cup products and the Bockstein 

map. Thus x determines a line through the origin in each of Xg 

and Yg, and so we must check that one is in Xg(V) if and only if 

the other is in Yg(V) (note that each of Xg(V) and Yg(V) is a 

union of lines through the origin). 

First, if the line determined by x in Y^ is in Yg(V), then 

V̂ -, n,̂  is not free. Thus the support of H (<H-x>, V) in 

X -, , is the whole of X^ir >, and so by the commutativity of the 

diagram H^^(E,k) X H'^(E,V) '^ >̂ H*(E,V) 

H*='''(<l-hx:>,k) X H (<l+x>,V) ^ >̂ H (<l+x>,V) 

it follows that the image of X̂ -,_̂  ̂  in XQ is in XQ(V) . 

Conversely, suppose ^̂ ir<l+ > ^^ free. Let F be a subgroup of 

kE containing 1 + x, and isomorphic to E. The inclusion F <̂  kE 

induces an isomorphism kF ^ kE. Thus we have a spectral sequence 

HP(F/<1+X>,H^(<1+X>,V)) - HP"^^(F,V) = HP"^^(E,V), 

and since H^(<l+x>,V) = 0 for q 7̂  0, this spectral sequence 

converges at the E2 level. This implies that 

H (F/<l+x>,V'̂  ̂ ^^) ̂  H*(F,V), the isomorphism being given by the 

composite of the natural maps 

H*(F/<l+x>, V<^"^^) -. H*(F,V''̂ "̂ ^̂ ) ^H'^(F,V). Thus regarding H*(F,V) 

as an H (F/<l4oc>,k)-module via the natural map H (F/<l+x>,k) -> H (F,k) 
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the above isomorphism is an H (F/< H-x> ,k)-module isomorphism. In 

particular, Evens' theorem (see 2.22, property (vii) of cohomology) 

says that Ĥ (̂F/<l-hx:>, V̂ "̂ "̂ '̂') , and hence H^^(F,V) , is finitely 
"k 

generated as an H (F/ <l+x>, k)-module. 

Now the composite map H (F/<l+x>,k) -> H (F,k) -̂  H (<l+x>,k) 

sends all positive degree elements to zero. Letting P be the kernel 
ic "k 

of H (F,k) -»- H (<14-x>,k), we know that the points on the line Ê ~ ̂ F corresponding to <l+x> are the maximal ideals containing 

P. What we are asking is how many of these maximal ideals contain the 

annihilator of H^^(F,V). However, we know that H^^(F,V)/H^^(F,V)P 

is a finitely generated module over H (F/<l+x>,k)/{elts of positive 

degree} ^ k, and is hence a finite dimensional vector space. In 

particular, this implies that only finitely many maximal ideals 

contain its annihilator, and so only finitely many points of X<i+x> 

belong to Xj,(V) . Since k is an infinite field, this implies that 

X<l+x> ̂  ̂ E W = (0}. 

2.25.8 Corollary (Dade) 

Let V be a module for an elementary abelian group E. Then 

V is free if and only if for every x e j\j , V̂l', ̂ , ̂  is free. 

Proof 

If V is free, it is clear that V̂-, ̂ T , is free. 
' k<l+x> . 2 

Conversely, suppose ^^wi-i. > ^s free for all x e j\j . Then 

Yg(V) = 0, and hence X^(V) = 0 by 2.25.7. Thus by 2.25.4, cXg(V) =0, 

and so by 2.24.4(x), V is projective. D 

2.25.9 Corollary (Carlson) 

For any group G and any module V, CXQ(V) = CXQ(V ) 

= cxg(V S) V*) = Y(Extg(V,V)) . 

Proof 

By 2.24.4 (iv) and (xiii), it is sufficient to prove this for G 

elementary abelian. In this case, CXQ(V) = dim(YQ(V)). But 

V̂l'̂ -̂j.j. ̂  is free if and only if V>l', ._j_ ̂  is free, which in turn 

happens if and only if (V S» V )̂ T,<I_I. > is free, and so 

Yg(V) = YQ(V*) = Yg(V s> V*). Now use 2.25.4 and 2.25.7. D 

2.25.10 Corollary 

Let E^ < E2 be elementary abelian p-groups and V a kE2-niodule. 

Identifying X„ with a subspace of X„ via res„ -n , we have 
^1 ^2 ^2'H 

X_. (V) n X„ = X„ (V). (see also 2.26.8) 
2 1 1 
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Proof 

This follows 

definition that 

Exercise 

1. A kG-: 

k is the 

exercise 

immediately from 2.25.7, since 

Y (V) n Y = 
^2 ^1 

Y„ (V). 
^1 

module V is said to be endotrivial if 

trivial module and 

3(ii), show that V 

P 

is 

is projective. 

endotrivial if 

it 

V 

is 

3> • 

Using 

and on 

clear 

/ 

2.. 

ly 

^ k 

.24.i 

if 

from 

® P, 

5 and 

V+g 

the 

wher( 

2.18 

is 

endotrivial for every elementary abelian p-subgroup E of G. 

Show that V+£ is endotrivial if and only if 

dimj^End^gCV+g) = 1 + (dim^V - 1)/|E| . 

Deduce that V+g is endotrivial if and only if V>K^ is endotrivial 

for each x e J(kE) . Show that if x - y e J (kE) then V>k^^^^ is 

endotrivial if and only if V4'̂ , is endotrivial. 

Remark 

Dade [40] has shown that the only endotrivial modules for an 

abelian p-group are the modules S2̂ (k) ® projective and 

eŝ (k) e projective (n > 0). 

Using this result, Puig has shown that for an arbitrary finite 

group, the multiplicative group of endotrivial modules (modulo 

projectives) is finitely generated. 

2.26 The Quillen Stratification 

We now investigate the variety XQ(V) in relation to the 

elementary abelian subgroups of G. It turns out that it is a disjoint 

union of strata, one for each conjugacy class of elementary abelian 

subgroup E, and that each stratum is "homeomorphic to" a quotient of 

an affine variety determined by V>l'g by a regular group of automor­

phisms (see theorem 2.26.10) 

2.26.1 Proposition 

IG(V) = n res^^E(Ig(V)) . 
E 

elementary 
abelian 

Proof 

It is clear from the definitions that IQ(V) £ fl res^ g(Ig(V)) . 
E 

Let P 6 Syl (G) . Then res^ pi H (G,k) -• H (P,k) is injective, and 

so 1Q(V) = resQ p(Ip(V)). Thus it is sufficient to prove the 
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proposition for G = P a p-group. We work by induction on |P|. If 

P is elementary abelian, the proposition is clear, so assume P is 

not elementary abelian. Choose elements x-|̂, ... , x 5 H (P,Z'/p2') in 

accordance with Serre's theorem (2.23.3), and let P., .. , P^ be the 

corresponding maximal subgroups of P. 

For each x^, we have a spectral sequence 

HP(P/P^,H^(P^,V)) - HP"^(P,V) 

and by the Quillen-Venkov lemma (2.23.4), F̂ Ĥ "̂ (̂P,V) = H^(P,V)(x.p). 

Suppose X s H (P,k), such that for all i, reSp p (x) e Ip (V). We 
r,i^^ ^i 

-k P 

must show that x e Ip(V). We have reSp p (x) e H (P.,k) 

= H°(P/P^,H*(P^,k)) = E^'*. Now £2'"̂  acts on EP'*(V), and for some 

j independent of p and q, x annihilates each ES'^(V) (since 

HP(P/P. ,Ĥ (P-. ,V)) is a subquotient of H^(P. ,V), see 2.22 exercise 2). 

Since x e H (P,k), reSp p (x) is an element of E2' which survives 

to the E level, and at each stage the j — power annihilates each 

EP'^(V). Thus at the E^ level, x̂  annihilates each EP'^(V), and 

so H*(P,V)x̂ -̂  c F^H'^(P, V) = H'^(P,V)(XJLP) . Thus 

H*(P,V)x^J^ £ H*(P,V)(X-LP). .(x^p) " ̂ - ° 

If H is a subgroup of G, we have a map t-r, Q = ̂ es^ „ : 

Xjj -> XQ. It is clear that t^ G^%^^^^ - ̂ G^^^ since 

reSp TT(lp(V)) £ ̂ H^^) • ^^^ ̂ ^ °̂ "̂  goals in this section will be 
theorem 2.26.8, which is a sort of converse to this. 

2.26.2 Corollary 

U 
elementary 
abelian 

Proof 

Clear. D 

Remark 

2.26.2 and 2.25.7 enable us to reduce questions about XQ(V) 

to questions about cyclic subgroups of the group algebra of order p. 

2.26.3 Corollary u .. 
elementary 
abelian 
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2.26.4 Corollary 

An element x e H (G,k) is nilpotent if and only if ^^SQ J-CX) 

is nilpotent for all elementary abelian subgroups E of G. 

Proof 

This is the case V = k of 2.26.1. D 

For E an elementary abelian p-group of rank r, we know that 

X„ is a vector space of dimension r. We define 

^G.E " ^^E.G^^^' -̂ G.E " ^E.G^^E^ 

Xj(V) = Xg(V) E(XJ,,(V)) 
E'< E 

^G.EW = ̂ E.G^^EW) . x+E(V) = tg e(x+(v)). 

Thus Xg is the space Xg with all the hyperplanes defined over 

Z/pZ' removed. 

Let ^p "̂  n (xp) . Then G^ may be regarded as an 

X6H-̂ (E,2:/p2) 

element of the coordinate ring of Xg, and the open set defined by CT^ 

is Xg. Thus the coordinate ring of the variety X^ is 

H^^(E,k)[a^^]. 

We now use the norm map (see 2.22, properties of cohomology 

i)) to ens 

2.26.5 Lemma 

Let E be an elementary abelian p-subgroup of G, and let 

''' '^ ' ' PE 

elementary abelian p-subgroups E' of G, 

(viii)) to ensure that H ^(G,k) has enough elements. 

|Np/E):E| = p^,h with (p,h) = 1. Then 

(i) There exists an element p^ of H^^(G,k) such that for 

reSg p,(p„) = I 0 if E is not conjugate to a subgroup 

of E' 

(ap.)P if E = E' . 

is an element y' e H^^(G,k) with 

E^ 

(ii) If y 6 H®^(E,k) is invariant under Np(E) then there 

a 
resg gCy') = (y a^)? 
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Proof 
( i ) Let z = nornig ^ ( 1 + a „) . The Mackey formula g ives 

r e s g g(2) = (1 +crg)P -^ 

= 1 + h(a_)P + terms of higher degree. 

Also, if E is not conjugate to a subgroup of E', then ^es^ r;(z) - 1, 
since for any proper subgroup E" of E, ^es„ PHCC^E) = 0- Thus we 

may take (1/h) times the homogeneous part of z of degree 

p^.deg(ag) as our pg. 

(ii) Suppose without loss of generality that y is homogeneous. 

Let z' = norm^ ^(1 + y cr ) . Then 

a 
resg j,(z') = 1 + h(y ^g) + terms of higher degree. 

Thus we may take (1/h) times the homogeneous part of z' of 

D degree p^.deg(y CT^) as our y'. 

2.26.6 Definitions 

Given x & XQ, 2,26,3 shows that there exists an elementary 

abelian p-subgroup E < G and ' y e Xg such that x = t^ QCY). If 

such a pair (E,y) satisfies the minimality condition that there does 

not exist a subgroup E' < E and z e X^, with Y ^ ^K' E^^^ ^^ 

say that E is a vertex of x and y is a source (by analogy with 

section 2.5). 

2.26.7 Theorem 

(i) Given x e XQ, suppose (E-, ,y-|) and (£2*72) ^^^ both 

vertices and sources for x. Then there is an element g e G with 

E^S = E2 and y-L̂  = y2 • 

(ii) (Quillen stratification of XQ) 

XQ is a disjoint union of the locally closed subvarieties X„ g, 

as E runs over a set of representatives of conjugacy classes of 

elementary abelian p-subgroups of G. The group WQ(E) = NQ(E)/CQ(E) 

acts freely on X^, and t^ Q induces a finite homeomorphism 

X+/We(E) ^ X+^E . 

The topology on XQ is given as follows. The natural map 

lim X„ ->- XQ is a finite homeomorphism. (The morphisms in the 

limit symbol are compositions of inclusions and conjugations). 

Note 

The finite homeomorphism Xg/WQ(E) -^ XQ ̂  is called by Quillen 

an "inseparable isogeny", since it means that at the level of 
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coordinate rings, there are inclusions 

k[Xg/Wg(E)] z k[xj^g] 2 k[Xg/w^(e)]P 

where p^ is the power of p appearing in 2.26.5. In fact the 

argument can be strengthened to show that p^ may be taken to be the 

p-part of |Cp(E):E| , see [9]. 

Proof of 2.26.7 

For each elementary abelian subgroup E < G, we have a map 

X„ -• Xg „ * Lemma 2.26.5 shows that for the corresponding map of 

coordinate rings 

kixj^gl 3 k[X^^g][p-^ ] 

kLXg] ^ H^^(E,k)[ ag^] 

a + 

the p -th power of any element of k(Xg) invariant under WQ(E) is 

in the image. This means that if we look at the extensions of 

function fields 
k(X^^g)-. k(Xg) ^ o. k(Xp , 

the first extension is purely inseparable, while the second is Galois, 

with Galois group WQ(E) , Thus the map X^/WQCE) ->- X^ „ is a finite 

homeomorphism (or inseparable isogeny). 

Next, if E-, is not conjugate to a subgroup of E^, then by 

2.26.5, pg is invertible on X^ „ and zero on X^ „ . Thus 

the different X^ ^ axe disjoint for non-conjugate E's, Moreover, 

2.26.3 shows that the union of the X^ „ is XQ. This completes the 

proof of (i) and the first part of (ii), 

It now remains to study the glueing together of. the XQ „ to 

form Xp.. Since there are only finitely many elementary abelian 

p-subgroups of G, and for each one the map -̂ E "*" ̂ G E ^^ finite, it 

follows that the map lim Xg -^ XQ is finite. The bijectivity 
E 

follows from the fact that the X^ ̂  are disjoint. D 

Example 

R. Wilson [94] has shown that Lyons' simple group Ly has 

exactly two conjugacy classes of maximal elementary abelian subgroups, 

of order 1^ and 2^ , with normalizers 1^."L^il) and 1^3k^, 

These may be chosen to intersect in a subgroup of order 2 . Thus XQ 

has two irreducible components, of dimension three and four, and their 
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intersection has dimension two. 

2.26.8 Theorem 

Let H be a subgroup of G, and V a kG-module. Then 

% W = t'̂ Ĉx̂ W) 
Proof 

It is clear that t-^ Q(XJ^(V)) C_ XQ(V) , so it remains to show 

that t̂ "̂ g(X(.(V)) c Xjj(V)'. Let x e t̂ -̂ gCX̂ CV)) . By 2.26.2 we may 

choose E^ < G, and y-̂  e X^ (V), with t̂^ g(x) = t^ QCy^) • Let 
1 

(£2*72) be a vertex and source of x. Then (£2*72) ^^^ also a 

vertex and source of t,, Q(X), and so by 2.26.7(i), there exists 

g e G with E^^ < E-j_ and t (y2^) =71' By 2.25.10, 

it follows that y^^ s X (V), and so yo e X„ (V) , and 
2 £2^ ^2 

^ = %,H(y2> ^ % W -

The following theorem summarizes some of the main properties of 

the cohomology varieties. See also 2.26.10, 2.27 and 2.28.7. 

2.26.9 Theorem 

Let H < G, let V be a kG-module and W a kH-module. 

(i) dim(Xg(V)) = CX(.(V) 

(ii) Xg(V) = Xg(V*) = Xg(V 2> V*) = Xg(2^V) 

(iii) If 0 -•• V-| -»» V2 -> Vo -• 0 is a short exact sequence of 

kG-modules then Xg(V^) £ X Q ( V J ) U XQ(\) for {i,j,k} - {1,2,3} . 

(iv) XQ(V ® V ) = X(.(V) U XG(V') 

(v) XQ(V ^ V ) = XQ(V) n Xg(V') 

(vi) Xjjmjj) = t̂ (̂.(Xg(V)) 

(vii) Xg(Wf^) = tjj^G^%W) 

(viii) XQ(V) = {0} if and only if V is projective 

(ix) XQ(V) = U tg gCXgCV^-g)) as E ranges over the set of 

elementary abelian p-subgroups of G. 

(x) If (p) denotes the Frobenius map on both modules and 

varieties than XQ(V^P^) = Xg(V)^^^ . 

Proof 

(i) See 2.25.4 and 2.25.9. 

(ii) By 2.26.2 it suffices to prove these equalities for G = E 

elementary abelian. Thus by 2.25.7 we must show that 

* v - , - . . . * V •^nr, 
\(V) = Yg(V ) = Yg(V » V ) = Yg(Q̂ V̂) 
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But this follows from 1.4.4 and the definition of Yg(V). 

(iii) This follows in a similar way from 2.25.7 and 2.26.2. 

(iv) This is clear. 

(v) Consider U ^ V as a k(G x G)-module. Then the Kunneth 

formula shows that we have 

$1 
XQQJ) X Xg(V')^^ > Xg X Xg 

The diagonal map QCH- G x G gives rise to the diagonal map 

X Q C ^ Xg X XQ. Hence by 2.26.8, 

= tg^GxG^^G^V) X X^CV')) 

= Xg(v) n X(.(v'). 

(vi) See 2.26.8. 
n 

(vii) Since Wi Î'TT has W as a direct summand, 

^H,G^%(^^) - ^H,G^^H^^^^^H^^ - ^ G ^ ^ ^ ^ ) -
Q 

Conversely if x e Xg(Wf ), let (E,y) be a vertex and source of x. 

Then by (vi), (iv) and Mackey decomposition, 

y e X P ( W A T , ) = X„( 2 W^^ ^ f̂ ) = U X„(WS>̂  ^ f^). Thus 
^ HgE H^nE HgE ^ Ĥ riE 

replacing (E,y) by a conjugate if necessary, we have 

y e Xg(W+j^^gt^) = ̂ ^(W^jj^gf^) by 2.25.7, and so E < H 

by minimality of E. Now since y e X„(W>l'r.) , t^ uCy) e XTT(W) and 

^ = tH,G(^E,H(y>) ^ % , G ( % W ) . 

(viii) This follows from (i) and 2.24.4(x). 

(ix) See 2.26.2. 

(x) The Frobenius map acts on the bar resolution X.(G) and 

induces an isomorphism Hom(X^(G) , V^^O ̂  Hom(Xj^(G) ,V) ̂ -̂̂  commuting 

with the 6's. D 

2.26.10 Corollary 

Suppose V and V are modules and XQ(V) n ^Q(^') = 0 

(i.e. X(.(V) n Xg(V') = {0}). Then Extg(V,V') - 0 for all i > 0. 
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Proof 

X(,(V* s> V ) = Xg(V) n XQ(V') = {0} by 2.26.9(ii) and (v) , and 

so by (viii) , V ^ V is projective. Thus 

Ext|(V,V') ̂  H^(G,V* 1§)V')= 0. D 

Remark 

It follows from 2.26.9 that if X is a subset of XQ then the 

linear span A(G,X) c A^(G) of modules V for which XQ(V) £ X, is 

an ideal in A, (G). We shall obtain some information about these 

ideals in 2.27.9. 

Finally, we have the module analogue of 2.26.6(ii). 

2.26.11 Theorem (Quillen stratification of XQ(V), Avrunin-Scott) 

XQ(V) is a disjoint union of the locally closed subvarieties 

XQ gCV), as E runs over a set of representatives of conjugacy 

classes of elementary abelian p-subgroups of G. The group 

WQ(E) = NQ(E)/CQ(E) acts freely on Xg(V), and t^ Q induces a 

finite homeomorphism 

The natural map 

X^(V)/WQ(E) - xJ^g(V). 

lim XgCV) -. XQ(V) 

E 

is a bijective finite morphism. 

Proof 

This follows from 2.26.6(ii) and 2.26.8. D 

Note that X„(V) and X^ g(V) are empty unless E is 

contained in a vertex of some direct summand of V. 

Exercise 

If X is a projective variety of dimension d in DP̂  then 

there is a linear subspace of dimension n-d-1 not intersecting 

Use this fact to show that if V is a kG-module and 

s = (p-rank of G) - CXQ(V) 

then p^ |dim, (V) . 

(Hint: first restrict to a suitable elementary abelian subgroup 

of G, and then restrict to a subgroup of kE of order p to 

obtain a projective module). 
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2.27 What varieties can occur? 

We know from section 2.25 that for every kG-module V we have 

a subvariety XQ(V) of the variety X^ = Max(JÎ '̂ (G,k)) . In this 

section we investigate the following questions.. 

(1) Which subvarieties of XQ occur as Xg(V) for some module 

V? 

(2) Which subvarieties of XQ occur as XQ(V) for some 

indecomposable module V? 

We obtain a complete and simple answer to (1), namely that every 

homogeneous subvariety of XQ is of the form XQ(V) for some module 

V (2.27.3). 

A partial answer to (2) is given in Carlson's result 2.27.8, 

which states that if V is indecomposable then XQ(V) is topologically 

connected. 

We shall see that every irreducible homogeneous subvariety of 

XQ occurs as XQ(V) for some indecomposable module V, but the 

question of exactly which connected non-irreducible varieties can 

occur is still open. 

The following construction for modules ly is basic to the 

ensuing discussion, and lemma 2-, 27.2 is what allows us to prove 

results by induction on dimension. 

For any kG-module V, there is a natural isomorphism 

ExtQ(V,V) = (a^V,V)^'^ by 2.19,1. Thus an element K e ExtQ(V,V) 

is represented by a homomorphism ^^V -> V, and such a homomorphism 

represents the zero element if and only if it factors through a 

projective module. In particular, for V = k, the trivial kG-module, 

no homomorphisms S2̂ k -• k factor through projective modules, and so 

for each K e H^(G,k) ^ ExtQ(k,k) we have a well defined homomor­

phism 2^k -> k whose kernel we denote by L^. Thus we have a 

short exact sequence 

0 >̂ L > S2̂ k — ^ > k >̂ 0. 

2.27.1 Lemma 

Let ^ be the natural homomorphism from ExtQ(k,.k) to 

ExtQ(V,V) given by tensoring with V. If ^ e Ker((̂ ) then 

L «) V ^ 2^V ® S2V ® P 

where P is a projective module. 

Proof 

We tensor the short exact sequence defining Ly with V to 

give 
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0 > L S> V >̂ S^k » V ^^^ > V -> 0. 

Since ^ e Ker((^), ^ S) 1 factors through a projective module. 

Thus by 1.4.2(i), 

L ^ V e P̂;̂  ^ S2^k 8) V e ŝ v 

where Py is the projective cover of V. Now 2^k 8> V ^ S2̂ V 

e projective by 1.4.2(ii), and so the result follows from the 

Krull-Schmidt theorem. n 

2.27.2 Lemma 

For ^ a homogeneous element of H^^(G,k), XQ(L^) is the 

hypersurface ^G^^^ defined by ^ considered as an element of 

the coordinate ring of XQ. 

Proof 

By 2.26.2, Xp(L ) = U t„ p(Xp(L +p)), and by 2.26.3 
^ ^ E elem. ^'^ ^ ^ ^ 

abelian 

tg g(Xg(res^ gC^))). It thus suffices to prove the 
E elem. * ' 
abelian 

lemma in the case where G = E is elementary abelian. Following 

through the identification of X̂ , with Yg given in the proof of 

2.25.7, we see that we are required to prove that 

Yg(L^) = {0} U {X e J/J^: res^^^^^^^ (K) = 0} . 

But by Schanuel's lemma (1.4.2(ii)), ^^(^)^<i+x> - ^ ® ̂  

with P projective (for a cyclic group of order p, S2 (k) = k 

since n is even) . Thus reSp -̂i , ̂ (^) = 0 if and only if the 

map k © P -• k in the short exact sequence 

0 >̂ L^>^<;L+x> "^ ^ "^ ^ "^ ^ ^ ° 
factors through a projective module. If it does factor then 

Ly.̂  14. = k @ 2(k) e projective, while if it does not factor then 

L 4-̂-. , ^ P, and so we are done. a 

2.27.3 Theorem (Carlson) 

Every homogeneous subvariety of XQ is of the form XQ(V) for 

some module V. 

Proof 

Suppose X is a homogeneous subvariety of X^, and the 

corresponding ideal in Ĥ '̂ (G,k) is I. Since H^^(G,k) is 
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Noetherian (see 2.22., properties of cohomology (vii)) ,, I is finitely 

generated by homogeneous elements I =< ̂ -i , .., ̂  > . Then by 

2.26.9(ii) and 2.27.2, 

Xg(L^ 0.. 0 L^ ) = Xg(L^ ) n .. n Xg(L^ ) 

= x^(^^) n..n Xg(^^) 

= X. D 

2.27.4 Corollary 

The map X H- A(G,X) (see remark after 2^26.9) is an inclusion 

preserving injection from the set of subsets of XQ to the set of 

ideals of A, (G) . n 

2.27.5 Corollary 

Every irreducible homogeneous subvariety of XQ is of the 

form XQ(V) for some indecomposable module V. 

Proof 

This follows from 2.27.3 and 2.26.9 (iv). • 

2.27.6 Lemma 

Suppose -̂1 and ^2 ^^^ homogeneous elements of H^^(G,k) 

of degrees r and s respectively. Then there is a short exact 

sequence 0 -»- 2^ (L^ ) -»-L^^ ®P->-L^ -»- 0 with P a projective 
K2 ^1^2 ^1 

module. 

Proof ^ 
s ^2 Tensor the short exact sequence 0 -> L ->- S2 (k) > k ->> 0 

^2 
with S2''̂(k) to obtain a short exact sequence 

0 H- S2^(L^ ) ® p r o j e c t i v e -^ 2^ ^ (k) © p r o j e c t i v e -^ 2^ (k) -^ 0 . 
^2 

Since projectives are injective (1.4.4), we may subtract out 

projective modules from the first two terms to obtain 

0 -. Q^(L ) -. S2̂ "̂ (̂k) ® P -̂  S2̂ (k) ̂ 0 . 
^2 

We now form the pullback diagram 
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-> 2^CL^ ) 

-> S2"(L^ ) 

-" h^K 

u 

I 
® P 

0 

u 

1 

-> S^'^^Ck) « P > 2^(k) >̂ 0 

^1^2 

0 

2.27.7 Theorem (Carlson). 

If XQ(V ) £ Xn U X2, where X-. and Xn are homogeneous 

subvarieties of X Q with X^ n X2 = {0}, then we may write 

V = V^ ® V2 with Xg(V^) c X-L and X Q ( V 2 ) E. X2. 

Proof 

We prove this by induction on d = dim(X-ĵ ) + dim(X2) . The 

result is clear when d = 0 or 1, so suppose d > 1, Choose 

-̂i and ^2 homogeneous elements of H^^(G,k) of degrees r and s 

respectively, with 

(i) X^ ^^Q(KI) and dim(X2 Pi ^^(^2)') = dim(X2) - 1, and 

(ii) X2 £ Xg(^2) ^^^ dimCX^^ n X Q ( ^ ^ ) ) = dim(X^) - 1. 

Then XQ(Y) £ X^ U X2 £ Xg(^i) U Xg(^2) =" ̂ G^^1^2^ ^^^ ^° 

K-xKo s IQ(V) .. Thus replacing -̂j_ and ^2 ^y suitable powers, we 

may assume that ^i^o ^ Ker((^) , where <f> is the natural map from 

Ext*(k,k) to Ext*(V,V) = H'^(G,V ^ V * ) . Thus by 2,27.1 

L^ ^ «» V ^ Ŝ "̂̂ ®(V) e S2(V) e projective. 
^1^2 

Now tensor V with the short exact sequence given in 2.27.6 to 

obtain 

0 -> S2^(L^ ) 3> V -. S2^"^ (̂V) e S2(V) ® p r o j e c t i v e -̂  L s» V -v 0. 

Now by 2 .26 .9 and 2 . 2 7 . 2 , 

and 

Xg(L^ ^ V) = X(.(V) n Xg(Ki) 

XG(S2^(L^ ) ^ V ) = Xg(v) n ^^(^2) 
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Thus by the inductive hypothesis, L^ ^ V = W, ® Wo with 

XG(W]I) £ X]_ n \(Ki) and XQ(\^2^ £ ^2' ^^^ S2̂ (L ) s» V = W^ ® W2 

with XQ(W^) C X^ and X^^i^l^^) £ X2 n Xg(^2) • Now by 2.26.10, 

ExtQ(W^,W2) = 0 and Ext^(W2,w|) = 0. Thus we have 

Ŝ (̂V) e S2(V) 0 projective = V-ĵ  e V2 

where there are short exact sequences 

and 

0 -. W^ -. V^ ^ W^ ^ 0 

0 -> W2 ^ V2 -̂  W2 -V 0 

The result now follows from 2.26.9(ii) and the Krull-Schmidt theorem, a 

2.27.8 Corollary 

If V is indecomposable then XQ(V) is topologically connected 

(in the Zariski topology). n 

We now have enough information to state the main properties of 

the ideals A(G,X) introduced after 2.26.10 (see also 2.28.8). 

2.27.9 Theorem 

Let H < G, let X be a subset of XQ and X a subset of X^. 

(i) A(G,X) is an ideal in A(G) 

(ii) A(H,t^^g(X)) 3 rg ĵ (A(G,X)) 

(iii) A(G,tj^ g(x')) 2. i^^G^^^^*^')^ 

(iv) A(G,X) is closed under taking dual modules and under Q. 

(v) If V s> V* s A(G,X) then so are V and V*. 

(vi) A(G,X) is closed under taking extensions of modules, 

(vii) A(G,0) = A(G,l), the linear span of the projective modules. 

(viii) A(G,X^ n X2) - A(G,X^) n A(G,X2) 

(ix) A(G,X^ U X2) 2 A(G,X^) + A(G,X2) with equality if 

X^ n X2 = 0 . 

(x) If X^ ^ X2 then A(G,X^) ^ A(G,X2) 

(xi) y^(A(G,X)) £ A(G,X) for n coprime to p (see 2.16), 

while t^(A(G,X)) £ A(G,X^^O, where ^̂ ^ is the Frobenius map on 

varieties. Thus if X = X^^\ A(G,X) is stable under the operations 

Proof 

(i) See 2.26.9(iv) and (v). 

(ii) See 2.26.9(vi). 

(iii) See 2.26.9(vii). 
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(iv) See 2.26.-9(ii). 

(v) See 2.26.9(ii) 

(vi) See 2.26.9(iii), i = 2. 

(vii) See 2.26.9(viii), 

(viii) Clear. 

(ix) This follows from 2.27.7. 

(x) See 2.27.4. 

(xi) Suppose XQ(V) C_ X. Then for n coprime to p, Î̂ (̂V) 

is a linear combination of direct summands of ^^(V), and hence lies 

in A(G,X). For n = p, 2.26,9(x) tells us that 

)̂/P(A(G,X)) _cA(G,X^P^). Finally, the X^ are linear combinations 

of the t^. a 

Note that it is difficult to make a ring theoretic statement 

corresponding to 2.26.9(ix). It is tempting to write 

A(G,X) = n rQ-̂ £(A(E,t£-̂ g(X))) , but this is false in general. For 
E ' ' 

example, the right hand side contains ^9 " ̂ 1 " ̂ 3 whenever 

0 -• V-|̂  -»• V2 -»• Vo -»• 0 is a short exact sequence which splits on 

restriction to every elementary abelian p-subgroup of G, and we know 

that there are plenty of these by 2.15.6. 

2.28 Irreducible maps and the Auslander-Reiten Quiver 

In this section, we describe a certain directed graph associated 

with the almost split sequences, and describe its elementary proper­

ties. The results of sections 2.28 to 2.32 are summarized in theorem 

2.32.6. 

2.28.1 Definition 

Suppose U and V are indecomposable kG-modules. A map 

X: U -)- V is irreducible if X is not an isomorphism, and whenever 

X = |j,v is a factorization of X , either .\i has a left inverse or 

V has a right inverse. 

Let Rad(U,V) be the space of non-isomorphisms from U to V, 
2 

and Rad (U,V) be the space spanned by the homomorphisms of the form 

ap with a e Rad(U,W) and p e Rad(W,V) for some indecom­

posable W. Then the set of irreducible maps is precisely 

Rad(U,V) \Rad^(U,V). The space Irr(U,V) = Rad(U,V)/Rad^(U,V) is 

an Endĵ Q(U) - End, Q(V) bimodule. Let its length as a left 

End, Q(U)-module be a ™ and its length as a right End^gCV)-module 
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^UV " ^UV " ^^^ Irr(U,V).. 

The Auslander-Reiten quiver of G is the directed graph whose 

vertices are the indecomposable modules, and whose edges are as 

follows. 

U 

u 

u 

Lemma 

(ayy,ay^) 

>̂ V 

if Irr(U,V) 

if Irr(U,V) f 0 

if a^y a^^ 1 

with an indecomposable kernel, or a monomorphism with an indecompos­

able cokemel. 

Proof 

The factorization U > U/Ker(X) > V shows that ^ is 

either an epimorphism or a monomorphism. Suppose X is an epimor-

phism with kernel A ® B. Then there is a factorization 

U — — > U/A — ^ > u/(A ® B) = V. 

If either {i has a left inverse or v has a right inverse, it is 

easy to see that U is decomposable. A similar argument works when 

\ is a monomorphism. n 

2.28.3 Proposition 

(i) If V is not projective, let the almost split sequence 
2 o 

terminating in V be 0 — > 2 V —^> X^ >̂ V —^> 0. Then 

\: U ->- V is irreducible if and only if U is a summand of Xy and 

with tyri U -> Xy the inclusion. 

(ii) If U is not projective, let the almost split sequence 

beginning with U be 0 >̂ U ——^> X ^ >̂ 25 ̂ U >̂ 0. Then 
efu 

X: U -*- V is irreducible if and only if V is a direct summand of 

X « and \ = a TT̂ . with rr̂ : X « -> V the inclusion. 

(iii) If U and V are both projective then there are no 

irreducible maps U -> V. 

Proof 

(i) U 

\ 
0 >^^V >̂ X^-^> V >̂ 0 
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Since \ is not an isomorphism, \ factors as |J,CT . Since a 

does not have a right inverse, \i has a left inverse. Thus we may 

take L̂ = irj. Conversely suppose U is a direct summand of X^ 

with inclusion i^, and i^a = iiv . 

U ^ •> W 

'"L-;'"'!' 
0 > S2̂ V > X^ — > V > 0 

If V does not have a right inverse, then v factors through a , 

and so |J. has a left inverse. 

(ii) This follows in a similar way from 2.17.8. 

(iii) This follows from 2.28.2 and the fact that projective 

modules are injective. D 

This proposition implies that the Auslander-Reiten quiver is a 

locally finite graph. 

Remark 

It follows from 2.28.3 that a,,T, is the number of copies of V 

as a direct summand of the middle term of the almost split sequence 

starting with U, and that a^y is the number of copies of U as a 

direct summand of the middle term of the almost split sequence 

terminating with V. 

2.28.4 Lemma 

Suppose U and V are indecomposable kG-modules and f:U -> V 

is not an isomorphism, and is non-zero. 

(i) There is an irreducible map g: U -> u and a map h:U' -> V 

with gh 7̂  0. 

(ii) There is a map g:U ->• V and an irreducible map h: V ->• V 

with gh 9̂  0. 

Proof 

We shall prove (ii); (i) is proved dually using 2.17.8. Suppose 

V is not projective. 

y 

f 

0 >̂ S2̂ V > X ^ — - > V >̂ 0 

^ u 

Write Xy = î) X. and f = ap = Za.p^ with a^: U -> X̂ ^ and 

p^:X. -> v.. Since f 7̂  0, some ^±^± ^ ^» ^^^ Pi Is an irreducible 

map. On the other hand if V is projective then f factors through 

the injection Rad V )^ V. n 
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2.28.5 Proposition 

Suppose U and V are indecomposable kG-modules, and f:U ->- V 

is not an isomorphism, and is non-zero. Suppose there is no chain of 

irreducible maps from U to V of length less than n, 

(i) There exists a chain of irreducible maps 

and 

and 

a map 

(ii) 

a map 

g]_ g2 gn 
TT — TT --- TT ^ -r TT ^ ô ' ̂ 1 ' •• ' ^n-1 

h:U^ ̂  V with g^g2 .. g^h i^ 0, 
There exists a chain of irreducible maps 

g: U -. V^ with gh^Vl •• ̂1 ̂  0-

P£oof 

> U 
1 

^0 

This follows from 2.28.4 and induction. D 

The projective modules often only get in the way when we are 

looking at the Auslander-Reiten quiver, and so we define the stable 

quiver to be the subgraph of the Auslander-Reiten quiver obtained by 

deleting the vertices corresponding to the projective modules and all 

edges meeting them-

Note that the only irreducible maps involving a projective 

indecomposable module P are P ^»P/Soc(P) and Rad(P)> >̂ P, 

Thus if an almost split sequence involves a projective module, it is 

of the form 0 -> Rad(P) -. P ® Rad(P)/Soc(P) -̂  P/Soc(P) ^ 0. 

2.28.6 Proposition 

Any two modules in the same connected component of the stable 

quiver have the same complexity. 

Proof 
0 2 

Clearly CXQ(S2 V) = CXQ(V) = CXQC^S V). Take V of minimal 

complexity in a connected component of the stable quiver, and adjacent 

to a module of strictly larger complexity.. Then by 2.24.4(vi) and 

2.28.3, we obtain an almost split sequence whose middle term has 

larger complexity than the ends, contradicting 2.24.4(v). a 
In fact, more than this is true. 

2.28.7 Proposition 

If U and V are in the same connected component of the stable 

quiver, then X(.(U) = XQ(V) . 
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Proof 

By 2.26.10 and 2.15,1y we only need check that for each cyclic 

subgroup P of kG of order p, U^p is free if and only if V̂ -p 

is free. If this is false, then without loss of generality, there is 

a directed edge from U to V in the stable quiver. Suppose V̂ -̂  
2 is free while Û -p is not. Then (S2 V)4'p is also free, and so Û -p 

is a direct summand of an extension of a free module by a free module, 

and is hence free. Similarly if U^p is free while V̂ -p is not, 

then (oU)^p is also free, and so V̂l'p is again a direct summand 

of an extension of a free module by a free module. n 

2.28.8 Corollary 

Given a subset X £ XQ, the bilinear forms ( , ) and < , > are 

non-singular on A(G,X). 

Proof 

If V is an indecomposable module with XQ(V) £ X, then by 

2.18.3, V.T(V) 6 A(G,X), and by 2.26.9(ii), T(V) e A(G,X) . The 

result now follows from 2.18.4 as in the proof of 2.18.5. D 

2.29 The Riedtmann Structure Theorem 

We now wish to describe the structure theorem of Riedtmann 

(2.29.6). This theorem describes the structure of an abstract stable 

representation quiver, of which the stable quivers described in 2.28 

are an example. The necessary terminology is given in the following 

definitions. The proof of the structure theorem involves a variant 

of the classical 'universal cover' construction. 

2.29.1 Definitions 

A quiver Q consists of a set of vertices Q , a set of arrows 

Qn , and a pair of maps d^, &-y: Qi -*- QQ* ^^^ a e Qn , we call 

ad e Q the head of a and ad-, the tail. For x e Q^, we set 

X = ^^^o ' cc e Q^ and ad-, = x} 

X = {ad-, : a 5 Q-i and ad = x} 

A morphism of quivers ĉ: Q -• Q* is a pair of maps 

0 : QQ ->- Q' and 0-,̂  : Qi -̂  Qi such that the following squares 

commute. 
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-> Qi -> 9i 

-> Q 

all 

Q is called locally finite if and are finite sets for 

To a quiver Q without loops or double arrows (i.e. subquivers 

of the form x O ^esp. x =̂  y) we associate a graph Q whose 

vertices are the vertices of Q, and two vertices x and y are 

joined by an edge if there is an arrow x->y or x-«-y in Q. A 

quiver is called a directed tree if Q has no subquiver of the form 

X :̂  y and Q is a (connected) tree. 

A stable representation quiver is a quiver Q together with an 

automorphism \: Q -• Q called the translation such that the follow­

ing conditions are satisfied. 

(i) Q contains no loops or double arrows. 

(ii) For all x e Q^, x" = (xX)"^. 

Example 

The stable quiver of kG is a locally finite stable representa-

tion quiver, with translation S2 . 

A morphism of stable representation quivers is a morphism of 

quivers commuting with the translation. A stable representation quiver 

is said to be connected if it is non-empty and cannot be written as a 

disjoint union of two subquivers each stable under translation (note 

that this does not imply that the underlying quiver is connected). 

To a directed tree B we associate a stable representation quiver 

2B as follows. The vertices of ^B are the pairs (n,x), n e 2, 

X e B_. For each arrow x -> y and each n e Z, we have two arrows o ^ 
(n,x) -• (n,y) and (n,y) -• (n-l,x). The translation is defined via 

(n,x)X = (n4-l,x). We regard B as embedded in 2B as {(0,x)} . 

Examples 

If B = V""̂ * then B = 

and ZB = 
/" \ /^ \ / \i /" 

,^ \ ^ \^^ \ / ' 
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If B = .?» then B and Z'B are again as above. 

Keep this example in mind when reading the proofs of 2.29.3 and 2.29.6. 

2.29.2 Lemma 

Let B be a directed tree and Q a stable representation quiver. 

Given a quiver morphism 4> : B -> Q there is a unique morphism of 

stable representation quivers f: 2B ->- Q such that (0,x)f = x 0. 

Proof 

(n,x)f = X <̂  \^ is clearly the unique such morphism. a 

2.29.3 Proposition 

Let B and B' be directed trees. Then 2B ̂  2B' if and only 

if B ̂  B'. 

Proof 

B may be obtained from 2B/\ by replacing each double edge 

d i ^ t>y ^'^ undirected edge • • , and so 2B ^ 2B' implies 

B ^ B'. Conversely suppose B ̂  B . Choose a point x e B , and 

send it to (0,x) in 2B . Since B is connected we may extend 

this uniquely to a morphism B -• 2B in such a way that the induced 

morphism B -> B is our given isomorphism. Now by 2,29.2, we get a 

morphism of stable representation quivers ^B -+ 2B which is clearly 

an isomorphism, since it sends (n,x) to (n+a ,x), where vertices 

of B and B' have been identified by the given tree isomorphism, 

and a are integer constants depending only on x. n 

2.29.4 Definitions 

A group n of automorphisms of a stable representation quiver Q 

is called admissible if the orbit of a point x does not intersect 

X U x". The quotient quiver Q/n , defined in the obvious way, is 

clearly a stable representation quiver-

A morphism of representation quivers f: Q -• Q is called a 

covering if for each vertex x s Q_ the induced maps x ->- (xf) 
+ + and X -̂  (xf) are bijective. It is clearly enough to check that 

X -> (xf) is bijective for each x e Q . 

Example 

The canonical projection Q -» QA^ , for n an admissible group 

of automorphisms of Q, is a covering. 
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2.29.5 Lemma 

Let B be a directed tree, n : ZB ->• Q a morphism of stable 

representation quivers, <̂ : Q ->- Q' a covering, and (n,x) a vertex 

of ZB. Then for each Y e QQ with y4> = (n,x) , there is a unique 

morphism \|/: ZB -• Q with t<̂ = ^ and y4> = (n,x)TT. 

ẐB 

/ / 
\i 
Q ^ Q 
y I—> (n,x)TT 

Proof 

Renumber ZB so that n = 0. Then the map (0,x)\j/ = y clearly 

extends uniquely to a map from B to Q whose composite with ^ is 

TT . The result now follows from 2.29.2. n 

2.29.6 Structure Theorem (Riedtmann) 

For each connected stable representation quiver Q there is a 

directed tree B and an admissible group of automorphisms 

n c Aut(2B) such that Q ^ ZB/n, The graph B associated to B is 

defined by Q uniquely up to isomorphism, and n is uniquely 

defined up to conjugation in Aut(ZB). 

Proof 

Given Q, we construct B as follows. Choose a point x e Q , 

and let B have as vertices the paths 

X — ^ > ŷ^ -^--> y^ >̂ . . . -^^> y^ (n > 0) 

for which y. f Yi+o^ ^^^ 1 5 i < n-2. The arrows of B are 

'1 . ^'n-l , , ^1 , °^n-l <̂^ n 

Then clearly B is a directed tree. 

The quiver morphism B -»- Q given by 

^1 ^n (X >̂ y^ >̂ . . >̂ y^) I—> y^ 

extends uniquely, by 2.29.2, to a morphism <̂ : 2B -> Q. 

We check that 0 : ZB ->- Q is a covering morphism. If 

°̂ 1 °̂ n u = (x >̂ ŷ^ >̂ . . >̂ y^) e BQ then 
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u = I { (x •> y^ > . . — ^ > y^ > z) 

such that z\7^y_^} n > 0 

{ (x — L > z) } n = 0 , 

(0,u)'^ = {(0,v),v e u"̂ } U {(-l,v), V e u'} 

has image {z e y^ : z\ ̂  ^n-l^ ̂  ^^n-1 '̂" ̂  " ^n ^^ ^' ^^^^^ 

(in,u) has image (7^^™) ^s desired. 

Now let n be the fundamental group of Q at x, namely the 

group of morphisms of stable representation quivers p:ZB -»• ZB with 

p<t> = <i> . Since 4> is a covering morphism, n is admissible. Hence 

by 2.29.5, Q ̂  2B/n . 

Also by 2.29.5, if ZB -• Q and 2B -> Q are two such covers 

then we obtain inverse isomorphisms 2B f-p^ 2B . Hence n = g rig, 
g' 

and by 2.29.3, B ̂  B . D 

The stable representation quiver 2B is called the universal 

cover of Q, and the isomorphism class of B is called the tree class 

of Q. 

We also have another graph associated with Q. We define the 

reduced graph A of Q to be the graph obtained from Q/\ by 

replacing each double edge ^^Z^> ^V ^^ undirected edge « • 

It is clear that an automorphism of Q determines an automorphism 

of A . 

2.29.7 Lemma 

There is a natural map x from the tree B to the reduced 

graph A which satisfies 

(i) X is surjective 

(ii) If X and y are adjacent points in B then xx 7̂  yx . 

Proof 

The composite map 2'B -»- Q -• A is surjective, and has the 

property that (n,x) and (n+l,x) have the same image. Thus it 

determines a well defined surjective map x; B -»• A . Now Q ̂  BA^ 

with n an admissible group of automorphisms, by 2,29*6, and so 

property (ii) follows from the definition of admissibility. D 

We shall see in the next two sections that the tree class and 

reduced graph of a connected component of the stable quiver of kG 

are quite restricted in possible shape. 
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2 
Now the translation S2 on a component Q of the stable 

quiver of kG preserves the labelling (̂ ^̂ ,3̂ )̂ on the edges, and 

so we have a labelling on Q/S2 . Moreover, since a,,y = ^'o and 

T̂T\7 ̂  ^ 9 ' ̂ ^ have a labelling (a..,a..) on the reduced graph. 

Lifting this back via x gives a labelling on the associated tree. 

2.30 Dynkin and Euclidean diagrams 

In the last section, we saw that associated with each component 

of the stable quiver of kG we have a tree together with a labelling 

of the edges with pairs of numbers (a..,a..). In this section, we 

define the notion of a subadditive function on a labelled graph, and 

show that the existence of such a subadditive function imposes severe 

restrictions on the possible shape of the graph (theorem 2.30.6). In 

the next section, we shall construct a subadditive function on the 

labelled tree associated with a component of the stable quiver of kG, 

and then investigate the various possibilities given by theorem 2.29.6. 

A labelled graph is a graph together with a pair of positive 

integers ^^±i>^n±^ -̂ ^̂  each edge i j. As usual, we omit the 

labels when a.. "̂  ̂-ji "̂  1- ^^ also use 4 > § and • > * to signify 

(2 1) (3 1) 

the labelled edges •-̂ —̂*•—̂ —• and •—^^-^^—^— respectively. If T is 

a labelled graph then T^P is the labelled graph with a?? "^ ^A±- ^ 

labelled tree is a labelled graph which is a tree. The Cartan matrix 

Cm of a labelled graph T (not to be confused with the Cartan 

matrix of an algebra) is the matrix whose rows and columns are 

indexed by the vertices of the graph, and with entries 
: if i = j 

c^. = *{"̂ ij ^f ^ J ^s ^^ ̂ ^g^ 

0 otherwise 

We shall be interested in the following labelled graphs, 

(i) The finite Dynkin diagrams 

_» E^ . « i • • 

-# E-, « « i • > < 

A 
n 

B 
n 

r. 
n 

°n 
*~ 

-^. ^ , 

-\ a ^ 

(n nodes) 

Eg . . 

4̂ • ' ^ 
G2 ^ 3 
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(ii) The infinite Dynkin diagrams 

1 1 1 

BC^ 

BD 

(iii) The Euclidean diagrams 
1 

1 1 1 

1 1 1 

1 2 2 

^ ^^-^2 2 

2 2 2 

€=3^ # 
2 2 2 

(n+1 n o d e s ) 

Remark 

n > 2 

1 1 1 

-*=^ 1 1 ' 1 

2 2 1 

2 2 < : 

•—^=^^ 
2 2 1 

2 2 < , 

CD crz^^r,^ • . . . . < ^ 
^ 1 ^ 2 2 2 2 V 

^ 1 

( 1 , 4 ) 
"11 ^ A 

( 2 , 2 ) 

12 

• 1 

2 

1 2 2 1 

2 V ••- « 1-4 0 • IT 

^ 1 2 3 4 3 2 1 

^o • • • » » • » w 

^ 1 2 3 4 5 6 4 2 

•41 

^ ^ 1 2 3 4 2 "!; > r-

^21 r 

G22 • < > » 
'^^ 1 2 3 

For the moment, ignore the numbers, attached to the vertices of 

the Euclidean and infinite Dynkin diagrams. These will appear in the 

proofs of 2.30.3 and 2.30.5.. 

Given two labelled graphs T-, and T2, we say that T-, is 

smaller than Ty if there is an infective morphism of graphs 
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p: T, -> T2 such that for each edge i j in T^, a. . < a. . , 

and strictly smaller if p can be chosen not to be an isomorphism. 

Note that a labelled graph may be strictly smaller than itself (see 

A^ for example). 

2.30.1 Lemma 

Given any labelled graph T, either T is a Dynkin diagram 

(finite or infinite) or there is a Euclidean diagram which is smaller 

than T (both possibilities may not occur simultaneously). 

Proof 

Suppose there is no Euclidean diagram which is smaller than T* 

Using A , T has no cycles, and is hence a labelled tree. Using 

A^^ and A-. 2 all edges of the form • • , • > • or < > • . Using 

Ĝ T and G^o* if * /* * occurs then T ̂  Go. Using B_, C^ and BC , ZL II A ° n n n 
T has at most one edge of the form • > ». Using BD_ and CD_, if ° ° n n 
there is an edge of the form « > • then T = . .̂  • • y • • ... ; 

using F/T and F,^ this forces T ̂  F/, B„, C , B or C . Other-

wise T is a tree with single edges, and using D , it has at most 

one branch point. Using E5, Ey and Eg now completes the proof. D 

2.30.2 Definition 

A subadditive function on a labelled graph T is a function 

t. h- d. from the vertices of T to the positive integers satisfying 

Z d^c.. > 0 for all j. A subadditive function is called additive 

if 2d^c^. = 0 for all j. 

2.30.3 Lemma 

(i) Each Euclidean diagram admits an additive function. 

(ii) If T^^ admits an additive function then every sub­

additive function on T is additive. 

(iii) Every subadditive function on a Euclidean diagram is 

additive. 

Proof 

(i) The niombers attached to the vertices of the Euclidean 

diagrams in the illustration form an additive function in each case. 

(ii) Suppose d is a subadditive function on T. By hypothesis 

there is a function d such that 2 c..d. = 0 for all i. Thus 

0 = z d.c.-d. , while Z cl̂ c.. > 0 and d. > 0 for each j. 

Hence d is additive.. 

(iii) follows from (i) and (ii). D 
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2.30.4 Lemma 

Suppose T and T are connected labelled graphs and T is 

strictly smaller than T . Suppose also that d is a subadditive 

function on T . Then identifying T with a subgraph of T , d 

restricted to T is a subadditive function on T which is not 

additive. 

Proof 

For j a vertex of T, 

2d > z d^a^^') > z d^aj^) . 

Since T is strictly smaller than T', for some j e T the right 

hand inequality is strict, and so the restriction of d is not 

additive. D 

2.30.5 Lemma 

Each of the infinite Dynkin diagrams admits an additive function. 

(i) For A^ there are also subadditive fimctions which are not 

additive. 

(ii) For the other infinite Dynkin diagrams every subadditive 

function is a multiple of a given bounded additive function. 

Proof 

The numbers attached to the vertices in the illustration form an 

additive function in each case. 

(i) A^ is strictly smaller than itself, and so by 2.30.4 there 

is a subadditive function which is not additive. 

(ii) For A^ , given a subadditive function d, choose a vertex 

i with d. minimal.- Then the sum of the two adjacent d. is at 

most 2d., and so each equals d-• Inductively we find that the 

function is constant and additive. 

For B , C and D , given a subadditive function we generate 

a subadditive function on A°° as follows. 

''o=^h-
^o'^h-

' l o . 

< ' ^ ^ ^ -

- d 2 . 

- d 2 — . 

- d 2 — . 

••1 » • 

. . H - > . 

. . I > • 

. . d 2 -

. . — d 2 -

. . — d 2 -

— h— "^o— h— ^2 
— d^ 2dg d^ d2 

-<^1 < ô+'̂ o "̂ l ^2 

The result follows immediately for B and C . For D we 
•̂  oo oo 00 
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obtain dp. + d = dn . Subadditivity forces 2d > d-, and 2d > di o o 1 ' o i o 1 
whence d - d' and the result follows. D 

The following is a generalization by Happel, Preiser and Ringel 

of Vinberg's characterization of the finite Dynkin and Euclidean 

diagrams. See also [15]. 

2.30.6 Theorem 

Let T be a connected labelled graph, and d a subadditive 

function on T. Then 

(i) T is either a Dynkin diagram (finite or infinite) or a 

Euclidean diagram, 

(ii) If d is not additive then T is a finite Dynkin diagram 

or A^. 

(iii) If d is additive then T is an infinite Dynkin diagram 

or a Euclidean diagram. 

(iv) If d is unbounded then T ̂  A^. 

Proof 

(i) Suppose false. Then by 2.30.1 there is a Euclidean diagram 

which is strictly smaller than T. Thus by 2.30,4 there is a sub­

additive function on this Euclidean diagram which is not additive, 

contradicting 2.30.3 (iii). 

(ii) This follows from 2.30.3 (iii) and 2.30.5 (ii), 

(iii) Suppose false. Then T is a finite Dynkin diagram by (i), 

and hence so is T°^. Thus T ^ is strictly smaller than some 

Euclidean diagram. Thus by 2.30.3 (i) and 2.30.4 T°P admits a sub­

additive function which is not additive, contradicting 2.30.3 (ii). 

(iv) If d is unbounded then T is infinite, and so by (i) it 

is an infinite D3mkin diagram. Hence by 2.30.5 (ii) T ̂  A^. D 

2.31 The tree class of a connected component of the stable quiver 

We now wish to construct a subadditive function on the labelled 

tree determined by a connected component of the stable quiver of kG, 

and to determine when this function is additive. In order to do this, 

we take another look at Poincare series. In 2.22 we saw that T̂7(t) 
r k • 

is a rational function of the form f(t)/ TT (1-t ^) . We can also 
i=l 

form another Poincare series r\^(t) = Z t dim(P ) , where 

. . . -• P2 -• PT ->• P -• V -• 0 is a minimal projective resolution of V. 

Since for S simple the number of times Pg occurs as a summand of 

P^ is dim^Ext^(V,S)/dim^End^Q(S), we have 
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^i^k^^n) = I 
dim^(Pg).dim^Ext^(V,S) 

S dim^End^Q(S) 
simple 

if if i( 
Now, Extp(V,S) =H (G,V ^ S) is a finitely generated module 

for H (G,k) by Evens' theorem (see 1.11 y properties of cohomology 
(vii)). Thus by 1.8.2, "nyCt) is a rational function of the form 

r k. 
f(t)/ n (1 - t •̂ ) , where the k. are independent of V, and f 

i=l ^ 

has integer coefficients. It now follows from 1.8.3 that the pole of 

T]T,(t) at t = 1 has order c = Q^Y^Q^^ , and that the value of the 

analytic function (nk.) riyCt) (1-t)^ at t = 1 is a positive integer. 

We denote this value by TI (V) . This will in fact form our subadditive 

function. 

2.31.1 Proposition 

(i) -n (V) =71 (SV) 

(ii) If 0->-V -»-VH-V'-)-0 is a short exact sequnece of 

modules of the same complexity (cf. 2.24.4(v)), then 

-nCV) < Ti(v') + ri(v"). 

2 
(iii) If 0 ->• ̂  V -)- Xy -»- V -> 0 is an almost split sequence, 

then -qCXy) < 2'n(V); if -q (Xy) < 2ri (V) then V is periodic, and for 

some n the middle term X of the almost split sequence 

0->-2^ V->X -• s^V -• 0 has a projective direct stimmand. 
^^ 

Proof 
(i) riy(t) = t rî y(t) + constant. 

(ii) Without loss of generality V and V" have no projective 

direct summands (although V may have) since these split off from 

the sequence without affecting ri(V') + r)(V") - T) (V) . Thus if 

. . H. p' H- P' H- v' H. 0 and . . -̂  Py ^ P" -̂  V" -̂  0 are minimal 1 o 1 o 
projective resolutions then there is a projective resolution 

.. -> P| @ P̂ ' -̂  P^ @ P^ H- V -V 0. Thus r]y,(t) +ny„(t) - 'ny(t) is the 

Poincare series of a graded module, and so the value at t = 1 of 

(Tiyi(t) + riy„(t) - riy(t)) (1-t)^ cannot be negative (see 1.8.3). 

(iii) By 2.28.6, V, Xy and S2 V have the same complexity. 

X ^ ^ S2̂ (Xrr) unless and only unless X „ has a projective direct 

stimmand. Thus the minimal projective resolution of Xrr is the sum 
2 

of the minimal projective resolutions of V and a V except at 
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those places where X has a projective direct summand. If this 

happens for only finitely many values of n, then 

TirrCt) + T) 9 (t) - T]^ (t) Is a polynoniial in t, and hence 

2 
Ti (Xy) = T] (V) + Ti (S2 V) - 2-1̂  (V) . Otherwise, V must be periodic, since 

there are only finitely many projective indecomposables, each of which 

appears in only one almost split sequence. n 

2.31.2 Theorem 

(i) (Webb, [92]) Let T be the tree class of a connected com­

ponent Q of the stable quiver of kG. Then T is either a Dynkin 

diagram (finite or infinite) or a Euclidean diagram (apart from A^). 

(ii) The reduced graph A of Q is also either a Dynkin diagram 

(finite or infinite) or a Euclidean diagram (this time A is allowed). 

Proof 

By 2.31.1, T) (V) defines a function on Q which commutes with 
2 

S2 , and satisfies 2'n(x) > Z "H (y) . Thus r) gives a subadditive 
yex" 

function on both T and A. The result thus follows from 

2.30.6 (i). D 

Remark 
I 

If k is algebraically closed then each âjr̂  = arrr, (see 

definition 2.28.1) since the irreducible modules for Endn^dJ) and 

End, Q(V) are one dimensional. Thus only the diagrams of type A, D, 

E, A (but not Â -|) , D and E occur. 

2.31.3 Corollary 

The length of Irr(U,V) as a left End, Q(U)-module and as a 

right EndnQ(V)-module are at most four, and if k is algebraically 

closed, dimj^Irr(U,V) < 2. 

Proof 

Among the list of Dynkin and Euclidean diagrams, the maximum a., 

appearing is four, and if a.. = a.. then the maximiom value appearing 

is two; indeed, we may further observe that ^j_y^n± ^^ ^^ most four. a 

2.31.4 -Corollary 

The number of direct summands in the middle term of an almost 

split sequence is at most five, and if equal to five, then one of the 

summands is projective. 

Proof 

Among the Dynkin and Euclidean diagrams, the maximal possible 

value of 2 a.. is four. n 
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2.31.5 Corollary 

Let P be a (non-simple) projective indecomposable kG-module. 

Then the maximal possible number of direct summands of Rad(P)/Soc(P) 

is four. 

Proof 

Apply 2.31.4 to the almost split sequence 

0 -> Rad(P) ̂  P ® Rad(P)/Soc(P) ̂  P/Soc(P) -^0. D 

Following Webb, we now investigate each of the possibilities 

allowed by 2.31.2 in turn. 

Case 1 The Finite Dynkin Diagrams 

2.31.6 Lemma 

Suppose a connected component Q of the stable quiver of kG 

contains a periodic module. Then every module in Q is periodic. 

Proof 

This follows from 2.25.4 and 2.24.4(xi). Alternatively, we may 

prove this directly as follows. If x is periodic with x = S ̂ x 
o _ 

then ^ induces a permutation on x , which is a finite set by 

2.28.3, and so some power of S2 stabilizes x~ pointwise. Hence 

by induction all modules in Q are periodic. n 

2.31.7 Proposition 

Suppose the tree class T or the reduced graph A of a component 

Q of the stable quiver of kG is a finite Dynkin diagram. Then Q 

has only finitely many vertices. 

Proof 

Suppose T or A is a finite Dynkin diagram. Then by 2.30.6 

T] defines a subadditive function on T or A which is not additive. 

Hence for some module V belonging to Q, r) (X„) < 2r] (V).. Thus by 

2.31.1(iii), V is periodic. Hence by 2.31.2 every module in Q is 

periodic, and so Q has only finitely many vertices. n 

2.31.8 Proposition 

Suppose a component Q of the stable quiver of kG has only 

finitely many vertices. Then Q consists of all the non-projective 

modules in a block of kG with cyclic defect group. 

Proof 

Let A be the linear span in A(G) of the modules in Q. 

Suppose the modules in A do not constitute the set of non-projective 

modules in a complete block. Then there is a non-projective 
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indecomposable module V outside A and a module W in A such 

that there is a non-zero homomorphism from V to W. Now by 2.18.3, 

for each indecomposable module U in A, V.T(U) e A, and so by 

2.18.4 ( , ) is non-singular on A. Since A is finite dimension­

al, this means that there exists x e A such that (x,U) = (V,U) for 

all U e A. Let W be an indecomposable module in A such that x 

has a non-zero coefficient of W . Then 

0 ^ (X,V.T(WQ,)) (see 2.18.5) 

= (V,V.T(W^)). 

Thus by 2.18.4 V = W since V and W are indecomposable. This 

contradiction shows that Q consists of all the non-projective 

modules in a block B of kG. The fact that B has cyclic defect 

group follows from 2.12.9. n 

Remark 

In fact in [77] and [52] it is shown that if B is a block of 

kG with cyclic defect group then the tree class of the corresponding 

connected component of the stable quiver is equal to the reduced 

graph, and is the Dynkin diagram A . However, the other finite 

Dynkin diagrams come up in algebras of finite representation type 

which are not blocks of finite group algebras. 

Case 2 Infinite Quiver Components 

In case 1, we saw that either T ̂  A^ or Q has infinitely many 

vertices. We shall now show that if Q is infinite then there are 

indecomposable modules in Q with an arbitrarily large number of 

composition factors. We shall then give two applications of this. 

First, we shall show that in the special case where Q has a periodic 

module, T ^ A^. We shall then go on to consider the Euclidean 

diagrams, and show that if T is Euclidean then there is a projective 

module attached to Q. 

2.31.9 Lemma (Harada, Sai) 

Let ^o ' •• ' ̂  n ^^ indecomposable modules, each having 

at most n composition factors, and suppose ^±'-^±^1 "*" ̂ i ^^ ^ ° ^ ̂ ^ 
isomorphism. Then f-,fry..f^ = 0 . 

Proof 

Write |U| for the number of composition factors of a module U 

(and |0| = 0). We show by induction on m that 

|Im(f. • • f m )| - n-m. The assertion is clear for m = 1, since f̂^ 
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is not an isomorphism. Suppose true for m - 1. Write 

f = f T . . f ^ T , g = f ^ T and h = f ̂  T • • f rr, • ^y the 

induct ive hjrpothesis | Im(f) | < n - m + 1 and | Im(h) | 5 n - m + 1. 

If either inequality is strict, we are done, so suppose they are 

both equalities, and suppose |Im(fgh)| = n - m + 1. Then 

Im(f) n Ker(gh) = 0 and Im(fg) fl Ker(h) = 0. Thus by counting 

composition factors, V „ = Iin(f) ® Ker(gh) and 
2̂ -1 

V = Im(fg) ® Ker(h) . Since each is indecomposable, gh is infective 

and fg is surjective. Thus g is an isomorphism, contrary to 

hypothesis. D 

2.31.10 Theorem (Auslander) 

Suppose Q is an infinite component of the stable quiver of 

kG. Then Q has modules with an arbitrary large number of composition 

factors. 

Proof 

Suppose to the contrary that all modules in Q have at most n 

composition factors. Suppose U and V are indecomposable modules 

and (U,V) + 0 (recall (U,V) = dim^Hom^g(U,V)). If U e Q, then 

also V 6 Q. For if V ^ Q, then by 2.27.5 there is a chain of 

irreducible maps 

§1 . ,. ^2 ̂  
u = u — - — ^ > u. 

o 1 
and a map h:U „ -> V with g-, .. g h ^ 0, contradicting 2.31.9. 

2̂ -1 ^ 2̂ -1 

The dual argument also shows that if V e Q then U e Q. 

Now for any indecomposable module V in Q, there is a projective 

module P with (P,V) 7̂  0, and hence P e Q. Thus every module is 

Q is connected by a chain of irreducible maps of length at most 

2^-1 to a projective module. Since there are only finitely many 

projectives in Q, and Q has finite valence, this shows that Q 

is finite, contrary to assijmption. D 

2.31.11 Theorem 

Suppose an infinite component Q of the stable quiver of kG 

has a periodic module . Then the tree class of Q is A^. 

Proof 

By 2.31.6, every module in Q is periodic. If V is periodic, 

then -nCV) may be expressed in the form 
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(nk. ). (average dimension of S2^(V)). 

Since Q is infinite, 2.31.10 shows that 1̂ (V) is unbounded. 

Thus by 2.30.6(iv), the tree class of Q is A^. D 

Finally, we examine the Euclidean diagrams in the next section. 

2.32 Weyl groups and Coxeter transformations 

In this section, we examine the geometry of a certain rational 

vector space associated with the graphs discussed in 2.30. Our goal 

is to prove proposition 2.32.4 and theorem 2.32.5. Finally, we 

summarize the results of sections 2.28 and 2.32 in our final theorem, 

2.32.6. 

A valued graph T is a finite labelled graph such that there 

exist natural numbers f̂ , one for each vertex of T, with 

a..f. = a..f., for each edge i j in T. Note that all the 
ij J J ̂  -̂  
finite Dynkin and Euclidean diagrams are valued graphs, and that the 
numbers f., when they exist, are uniquely defined up to constant 

multiplication on each connected component. The matrix Cr̂  = (^±^^0 

is called the symmetrized Cartan matrix, and is self-transpose. 
T Given a valued graph T, we form the rational vector space Q 

T with the points t^ of T as basis, and we bestow Q with the 

symmetric bilinear form given by C-p : 

< x , z > = .2^ ^ i j ^ j ^ i ^ j 

(X = 2 x^ t^ , z = 2 y ^ t ^ ) . 
The Weyl group W(T) i s the group gene ra ted by the r e f l e c t i o n s 

<x, t .> 

<H-H> 
It is easy to check that the w. are transformations of order two 

preserving the bilinear form. By examining the two point graphs we 

see that the order of w.w- is 2, 3, 4, 6 or «> for 

a.. a.^= 0,1,2,3 or > 4 respectively. 

2.32.1 Lemma 

Let T be a connected valued graph. 

(i) T is a finite Dynkin diagram if and only if < , > is positive 
T definite on (Q . 

(ii) T is a Euclidean diagram if and only if < , > is positive 
T semidefinite on Q . In this case every null vector is a multiple 
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of the vector given by the additive function shown in 2.30. 

Proof 

Suppose T is a Euclidean diagram. By 2.30.3(i), there is an 

additive function t• M- d. on T. Thus we have 

X X 2 
<K.x >= - ̂  _2_ d,djc,j£j( 37 - aj> 

which is positive semidefinite since the c.. are negative for i ̂  j, 

and the d. and f. are positive. Moreover for a null vector, all 

^i the J— must have the same value so that the null space is one 

dimensional. 

Since every Dynkin diagram is strictly smaller than a Euclidean 

diagram, it follows that < , > is positive definite on the Dynkin 

diagrams. 

If T is neither Euclidean nor Dynkin then by 2.30.1 there is a 

Euclidean diagram T' which is strictly smaller than T. If T' 

contains all the points of T, then a null vector for T' has 

negative norm for T. Otherwise choose a point of T adjacent to 

a point of T', and add a small enough multiple of the corresponding 

basis element to the null vector for T', to obtain a vector of 

negative norm. D 

2.32.2 Lemma 

Suppose T is a Euclidean diagram. Let n be the null vector 

given by the additive function shown in 2.30. Then W(T) preserves 
T <n> and acts as a finite group of automorphisms of Q /<n> . 

Proof 

Since <n> is the radical of < , > , < n > is preserved by 

W(T). Since the matrices in W(T) have integer entries with respect 

to our basis t-, W(T) acts as a discrete subgroup of the compact 
T orthogonal group on Q /<n >, and this action is therefore finite. a 

We now define a Coxeter transformation to be a product of all the 

w., taken once each in some order. Let T be a Euclidean diagram 

and let c be a Coxeter transformation. By 2.32.2, c has finite 
T order m on d̂  /<n> , and so we may define the defect 9p(x) of 
T a vector x e Q via 

X c = X + 9p(x) n. 

T Thus 8 is a linear form Q -> Q and ^^M = 2 9Q(tĵ )xj|_. 
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T The map 3 gives us a splitting Q = Ker(a^) e <n>. 

2.32.3 Lemma 
T The following two conditions on a vector x e <Zi are 

equivalent. 

(i) X has infinitely many images \inder c 

(ii) a^(x) 7̂  0. 

If (i) and (ii) are satisfied then some image of x has 

negative coordinates. 

Proof 

This is clear from the preceding discussion. a 

Now let B be a directed labelled tree. A slice of 2B (see 

section 2.29) is a connected subgraph of 2B containing one 

representative of each point in B. If S is a slice, we write S 

for the adjacent slice {(n+l,x) : (n,x) e S} . 

An additive function on 2B is a function f from the vertices 

of 2B to the positive integers with the property that 

f(x) + f(xX) = z f(y).a ^ 
yex" ^^ 

where a is to be interpreted as the number a.. where t. is yx ij _ 1 
the image of y and t. is the image of x in B. 

2.32.4 Proposition 

If B is a Euclidean tree then every additive function on 2B 

takes bounded values. 

Proof 

Let f be an additive function on 2B. If_ S is a slice of 

2B then we have a corresponding vector Xg s Q whose i — 

coordinate x. is the value of f on the unique vertex in S lying 

above t. e B . It is easy to check that if the vertex (n,tjĵ ) e S 

is a sink (i.e. all directed edges in S involving (n,t.) go 

towards (n,t.)) then the slice S.w^ obtained by replacing (n,tĵ ) 

by (n+l,t.) in S satisfies 

by the definition of additivity of f. Since B is a tree, we may 

choose an ordering for the vertices of B in such a way that each 

t^ is a sink for S .Wĵ . . .Wĵ _-ĵ . Thus the associated Coxeter element 

c takes S to the adjacent slice S . Since f only takes positive 

values it follows from 2.32.3 that Xg has only finitely many images 

under c. This implies that f takes on only finitely many 
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different values on ZB. a 

2.32.5 Theorem 

Suppose Q is a connected component of the stable quiver of kG, 

whose tree class is a Euclidean diagram. Then there is a projective 

module attached to Q. 

Proof 

Let 2B be the universal cover of Q, with B a Euclidean 

diagram. Suppose there is no projective module attached to Q, Then 

the dimension function on Q lifts to an additive function on ZB. 

Thus by 2.32.4, the dimensions of modules in Q are bounded, 

contradicting 2.31.10 (Q has infinitely many vertices by case 1 of 

2.31). D 

Finally, the following theorem sunmiarizes the results of sections 

2.28 to 2.32. 

2.32.6 Theorem 

Let Q be a connected component of the stable quiver of kG. 

Then associated with Q we have a tree class T and a reduced 

graph A, both of which are labelled graphs, together with a natural 

surjective map x: T -̂̂  A , which never identifies adjacent vertices 

of T. Each of T and A is either a Dynkin diagram (finite or 

infinite) or a Euclidean diagram. 

(i) T is a Dynkin diagram if and only if A is a Dynkin diagram, 

which in turn happens if and only if the modules in Q belong to a 

block B with cyclic defect group. In this case Q consists of 

all the non-projective modules in B, x: T -»- A is an isomorphism, 

and T ̂  A^. 

(ii) If T is not a Dynkin diagram then there are indecomposable 

modules in Q of arbitrarily large dimension. 

(iii) If Q contains a periodic module then every module in Q 

is periodic and T ̂  A^. 

(iv) If T is a Euclidean diagram then there is a projective 

module attached to Q. In particular, only finitely many connected 

components of the stable quiver have a Euclidean diagram as their 

tree class. n 

2.33 Galois Descent on the Stable Quiver 

In 2.29, we introduced the concepts of tree class and reduced 

graph for a connected component of the stable quiver of kG-modules. 
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In this section we investigate what happens under field extensions, 

and we see that the reduced graph behaves much better than the tree 

class. 

Let k be a field of characteristic p and let K be a finite 

Galois extension of k. Then G = Gal(K/k) acts on the set of 

indecomposable KG-modules as follows. If V is a KG-module and 

a 6 6, let V^ be the representation with the same underlying set 

and the same action of G, but with new scalar multiplication by X 

equal to the old scalar multiplication by \^. It is clear that 

or sends almost split sequences to almost split sequences and 

irreducible morphisms to irreducible morphisms. Thus G acts as 

automorphisms on the stable quiver of KG-modules, and hence also 

permutes the connected components. 

Denote by e, yr the natural map î̂ Ĉ ) -»- A„(G) given by 

V H- V ^ K, and by fxr . the natural map A„(G) -»- A, (G) given by 

V H (l/|K:k|)V+j^g. 

2.33.1 Lemma 

(i) e, TT and f̂^̂  , are ring homomorphisms. 

(ii) e, yr is injective (see also exercise to 2.18). 

(iii) AT,(G) = Im(e, ^) ^ Ker(f„ , ) as a direct sum of ideals. 

(iv) e, T̂  preserves the inner products ( , ) and < , > . 

Also, (e^ K^'^) " ^^'^K k̂ ^ ^^^ ^ ̂ k K^'y>=<x,fj^ ̂ y > . 

Because of (i) - (iv), we shall identify A, (G) with its image 

under e, „ from now on. 

(v) If V is an indecomposable kG-module and 

V s> K = V-, ®..® V then 0 = Gal(K/k) acts transitively on the 
k ^ ^ 

isomorphism types of the V. . 

(vi) ^v(G) is the set of fixed points of G on A„(G) (but 

note that ^ir(^) ^s in general smaller than the set of fixed points 

of G on a„(G)) . 

(vii) e, yr commutes with the map T defined in section 2.18. 

Proof 

(i) It is clear that ^u v is a ring homomorphism. Since 

V+kG ̂  W+kG ^ ((V+kG ̂  >̂ I ">+kG = |K = '̂ I<V I W)+ĵ g, f^j^ is also 

a ring homomorphism, 

(ii) and (iii) follow from the fact that e, ^r followed by f„ , 

is the identity map. 

(iv) This follows from the identities 



Hom^g(V,W) » K = Honiĵ gCV ̂  K, W S) K) 

and e, K^^kG^ "̂  ̂ G ' together with 2.4.3. 

(v) Suppose G does not act transitively on the isomorphism 

types of the V.. Reorder the V. so that for some k with 

1 < k < n, no one of -̂ĵ  , . . , V, is isomorphic to any 

^+1 ' *• ' ̂ ' ^^^ ^^^ CT e G . Then the direct sxjm decomposition 

V s) K = (V̂ ^ © .. e Vĵ ) © (V^^3_ e.. e v^) 

is stable under the action of G, and hence corresponds to a direct 

sum decomposition of V. 

(vi) Since every KG-module is a direct summand of some e, v(^) 

with V an indecomposable kG-module, it follows from (v) that 

Ker(f„ , ) is the linear span of elements of the form W - W for W 

an indecomposable KG-module, and Im(e„ , ) is the linear span of 

elements of the form Z W . 
a eG 

(vii) Suppose U and V are kG-modules with U ^ K = U-, © • • ® U 
k ^ ' 

and V (8> K = V-|̂  ® . . ® V^. By (vi) , all the < Uĵ ,ê  ^ T(V) > ar< 

equal, and so 

<U^,ej^^j^ T ( V ) > = (l/m)< e^^j.(U),e^^^ T ( V ) > 

= (l/m)< U, T(V) > by (iv), 

if U ̂  V 

otherwise. 

m 

On the other hand 

U^, xe^^K^^) > =" 2 <^^-' '"(^^^ ̂  
n 
Z 
j=l 

d,, .(no. of V. isomorphic to 

^ Uj.) if U ̂  V 

0 otherwise. 

But d,j = drj/(m. (no. of V. isomorphic to U-)) , since the extension 
i ^ 

K/k is separable. Thus e, v^(^) ^'^^ '̂ v̂ K^^^ have the same inner 

product with every element of Aĵ (G) , and so by 2.18.5 they are 

equal. D 
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2.33.2 Proposition 

Suppose V is a non-projective indecomposable kG-module with 

V «> K == V-L e . . ® V^. Suppose 0 -• S2 V -• X^ -*• V -• 0 is the almost 

split sequence terminating in V. Then tensoring with K, we obtain 

\ -0-

the direct sum of the almost split sequences terminating in the Vj_: 

0 ->S2^Vj^e..® a^V^ -• X^ ®..® X -». V^ ©. 

1 n 

Proof 

We have 

Ext^pCV, 2^V) S) K ^ ExtL(V ® K, 2^V <8) K) 
^^ k ^^ k k 

2 
The almost split sequence 0 -*- 2 V-^-Xy-^V-^-O corresponds to a 

generator x for the socle of Ext^g(V, S2̂ V) ̂  (End^g(V)/J(End^Q(V)))* 

Now End^Q(V)/J(End^Q(V)) is a division ring D, and without loss of 

generality we may take x:D-*-kto be the reduced trace function (i.e. tensor 

D with a splitting field, so that it becoines an algebra of matrices, 

and then x takes a matrix to its trace, which is in k) . Then since K is 

a separable extension of k, D ^ K is a direct sum of complete matrix 

algebras over division rings with k in their centres (1.2.4) and 

X ® K is still the reduced trace function. Thus as an element of 
k 
1 2 2 

Ext̂ Q(V-|̂  e. . ® V^, S2 V-ĵ  ® . . ® a V ), X <S> K represents the sum of 
1 2 

the generators for the socles of ExtTrQ(V. , S2 ^±^ * ^^^ so o^^ sequence 

is the direct sum of the almost split sequences. n 

2.33.3 Proposition 

Let q be a connected component of the stable quiver of kG-

modules. Then the direct summands of V s> K for V e q belong to a 

k 

finite set of connected components Q-,, . . . , C) of the stable quiver 

of KG-modules, and a acts transitively in the Qj_. 

Proof 

Choose a module V e q, and let V-. , .. > V be the isomorphism 

classes of summands of V ^ K. By 2.33.2 and induction, if W e q, 
k 

and WT is a direct summand of W ^ K, then W-, is in the same 
^ k ^ 

connected component as one of the V̂ ,̂ Thus there are at most m 

connected components., and by 2.33.2, 0 acts transitively on them, a 
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Definitions 

In the situation of 2.33.3, we say Qi > •• » Q^ lie above q. 

If Q is a connected component of the stable quiver of KG-modules, 

we define the decomposition group ©Q to be Stabg(Q), and the 

decomposition field K^ to be the fixed field of GQ. 

2.33.4 Proposition 

Let Q be a connected component of the stable quiver of KG-

modules, with decomposition group GQ and decomposition field K . 

Let Qi » •• » On ^® ^^^ images of Q under C, and let q be the 

component of the stable quiver of kG-modules, over which they lie. 

Let "t/̂  be the component of the stable quiver of K G-modules over 

which Q lies. Then 

(i) Q is the only component of the stable quiver of KG-modules 

lying over -1^ , 

(ii) there is a natural isomorphism -^/t ^ q, and 

(iii) -t/> is the quotient of Q by the action of 

6Q = Gal(K/K^). 

Proof 

(i) This is clear from the definition of K . 

(ii) The isomorphism is given as follows. If V e q, then 

V «) K has a unique summand in in , since Gal(K/k) is transitive 

on the isomorphism classes of summands of V ^ K (2.33.1(v)), and 
k 

G^ is precisely the setwise stabilizer of those summands lying in 

Q. The isomorphism in question takes V to this summand. This is 

clearly a quiver isomorphism by 2.33.2. 

(iii) This is clear. D 

Since GQ acts on Q, this passes down to an action of GQ 

on the reduced graph A of Q (but not on the associated tree, as we 

shall see). 

The reduced graph A^ for "Vb may be obtained as follows. The 

vertices of A are the orbits of GQ on A. To find the new 

multiplicity a.., pick a representative i^ of the orbit i, and 

add together with a. . as j runs over the elements of the orbit 
"""o'-̂ o 

j connected to i. 

Example 

Let G = A^, k = (F2 and K = F^. Let Q be the component of 

the stable quiver of KG-modules corresponding to the component of the 

Auslander-Reiten quiver containing the projective modules (see 

Appendix). Let "^ be the corresponding component of the stable 
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quiver of kG-modules. Then the tree class and reduced graph of Q 

are A" and A^. The Galois group Gal(K/k) acts on Ac as follows, 

and so the reduced graph of 

B. =»-

Since the tree class of t^ is also B^, we see that the behaviour of 

the tree class under Galois descent is less easy to predict. 

We define the inertia group TQ of Q to be the pointwise 

stabilizer in GQ of the reduced graph of Q, and the inertia field 

K to be the fixed field of TQ. The following proposition is clear. 

2.33.5 Proposition 

(i) The reduced graph of the component of the stable quiver of 

K G-modules corresponding to Q is isomorphic to the reduced graph 

of -V^. 

(ii) ô̂ '̂ O ^^ts faithfully as a group of graph automorphisms 

on the reduced graph of Q, and is hence either cyclic or isomorphic 

to a subgroup of S,. n 
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Appendix 

Representations of particular groups 

In this appendix, we list some information about the representa­

tion theory of particular finite groups. The amount of information 

given varies with the size of the group. We pay special attention to 

the representation theory of the Klein fours group, since this is a 

good example of many of the concepts introduced in the text. Our 

notation for the tables is a modification of the 'Atlas' conventions 

[36], as follows. 

If A is a direct summand of A(G) satisfying hypothesis 

2.21.1, we write first the atom table and then the representation 

table. The top row gives the value of c(s) (calculated using 

2.21.13). The second row gives the I— power of s, for each 

relevant prime i in numerical order (a prime is relevant for a 

species s if either ^||Orig(s)|, or p||Orig(s)| (p = char(k)) and 

^1(P"l))- The third row gives the isomorphism type of an origin of s, 

followed by a letter distinguishing the conjugacy class of the origin, 

and a number distinguishing the species with that origin, if there is 

more than one. Thus for example S3A2 means that the origin is 

isomorphic to S^, and lies in a conjugacy class labelled 'A' ; the 

species in question is the second one with this origin. For the power 

maps (second row), the origin is determined by 2.16.11, so we only give 

the rest of the identifier. 

The last column gives the conjugacy class of .the vertex of the 

representation. If there is more than one possible source with a 

given vertex, the dimension of the source is given in brackets. 

By 2.21.9, the Brauer character table of modular irreducibles 

always appears at the top left corner of the atom table. Similarly 

the Brauer character table of projective indecomposable modules always 

appears at the top left corner of the representation table. 

For the irreducible modules in the atom table, we also give the 

Frobenius-Schur indicator, namely 

+ if the representation is orthogonal 

if the representation is symplectic but not 

orthogonal 

o if the representation is neither symplectic 

nor orthogonal. 

(For char k 7̂  2, this is (1, >|A^(V)), see example after 2.16.2). 

David J. Benson: Modular Representation Theory, Lect. Notes Math. 1081, 173-220 (2006) 
DOI 10.1007/bl5289_3 © Springer-Verlag Berlin Heidelberg 2006 
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Irrationalities 

The irrationalities we find in these tables are as follows. 

i (-1 -\-Vli) if n = 1 (mod 4) 
bn = i ^ 

^ (-1 + iVn) if n = 3 (mod 4) 

i.e. the Gauss s\mi of half the primitive n — roots of unity. 

zn = e " is a primitive n — root of unity 

yn = zn + zn 

rn = y/~n 
in = ±Vn 

*m denotes the image of the adjacent irrationality under the Galois 

automorphism zn H- (zn)°̂  

* denotes the conjugate of a quadratic irrationality. 

** denotes *(-l). 

x6dii denotes x + x*m. 

Projective modules 

We give the Loewy structure of the projective indecomposable 

kG-modules. This is the diagram whose i — row gives the simple 

summands of the i Loewy layer, namely the completely reducible 

module L^(V) = VJ^'^/VJ^, where J = J(kG). In this diagram, simple 

modules are labelled by their dimensions, with some form of decoration 

(e.g. a subscript) if there is more than one simple module of the 

s ame dimens i on. 

Auslander-Reiten Quiver 

We use dotted lines to indicate the arrows involving projective 

modules, so that the stable quiver may be obtained by removing these 

arrows and the projective modules attached to them. When the tree 

class of a connected component is equal to the reduced graph, we only 

give the former. If they are different, we give both, and we write 

(tree class) -• (reduced graph) . 

Cohomology 

We give H (G,2) and H (G,k) in the forms ^[generators]/(rela­

tions) and k[generators]/(relations), where the relations 

xy = (-1) ^Skx; ^Sw.'yx g^j.Q tQ 5g assumed. We also give the Poincare 

series ^^(t) = zt^dim^H^(G,k). 

Acknowledgement 
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reproduce extracts from his collection of decomposition matrices and 

Brauer character tables. 

C2 , the cyclic group of order two 

i. Ordinary characters 

2 2 
p power A 
ind lA 2A 

+ 1 1 

+ 1 - 1 

H*(C2,2) = 2'[x]/(2x), deg(x) = 2. 

ii. Representations over ^2 Representation type: finite. 

Decomposition matrix and Cartan matrix 

I I 

D = l | T f C = l | 2 ] J .0 
Atom table and representation table for A(G) 

2 -2 
p power A 
ind lA 2A 

+ 1 1 

0 -2 

Projective indecomposable modules 

2 
power 

lA 

2 

1 

-2 
A 
2A 

0 

1 

vtx 

lA 

2A 

I 

I 

Almost Split Sequences 

0 H-

Auslander-

I 
I H- I -

•Reiten 

Tree Class I 

^ I -> 0 

Quiver 

^1 
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Cohomology 

H*(C2,k) = k[x], deg(x) = 1, xSq"̂  = x^ . 

Max(H^^(C2,k)) ̂ /A-̂ (k) 

Proj(H^^(C2,k)) is a single point. 

A Ring Homomorphism 

If H =< t> is a cyclic subgroup of a group G with |H| = 2 , 

then (1+t)^ = 0, and 

V ̂ > Kery(l+t)/Imy(l+t) 

is a ring homomorphism from A(G) to A(CQ(H)/H). 

V/, the Klein fours group ( = C2 x C2) 

H*(V^,Z) = 2'[x,y,z]/(2x,2y,2z,z^-xy^-x^y) 

deg(x) = deg(y) * 2, deg(z) = 3. 

Representations over ^2 Representation type: tame. 

The set of species of A^(VA) falls naturally into three subsets. 

(i) The dimension. 

(ii) A set of species s parametrized by the non-zero complex 

numbers z e <E\{0} . 

(iii) A set of 

pairs (N,X) with N e W\{0} and X e P (k) 

(iii) A set of species s^ , parametrized by the set of ordered 

The set of indecomposable representations also falls naturally 

into three subsets. 

(i) The projective indecomposable representation P-, of dimen­

sion four. 

(ii) The syzygies of the trivial module V^ = k 

V^ = ŝ (̂k) and V_^ = e5^(k). 

(iii) The set of representations V . parametrized by the set 

of ordered pairs (n,\) with n e IN\{0} and X s IP (k) , having 

dimension 2n, and S2 (V_ , ) ^ V_ , 
n, x n, A. 

Matrices for these representations are given as follows. Let 
V4 =<gi,g2: gi^ = &2^ " ^' ^1^2 " §2^1 -̂ ^^^^ \ , \ ^^ ^^^ 
representation 
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gl - go ^ 

where • I represents an n x n identity matrix, while J, represents 

an n X n Jordan block with eigenvalue \. 

For \ = » , the representation is 

gl ^ go ^ 

Aut(V^) = S3 =<h^, h^: h^'^ = h^^ = (h3^h2)^ = 1, g^^ = g^, 

h-. hrt h^ 

^2 ^ ^1^2' ^1 ~ ^2' ^2 "̂  gl ^ acts on the set of representations 

as follows. Pi and V are fixed by al automorphisms, and 

\ •• \ . x ^ \,i+x ' ho : V ^ H- V T /, 
2 n,\ n,l/\ 

Define infinite matrices A,B,C and D as follows 

1 
2 
3 
4 
5 

1 
2 
2 
2 
2 
2 

2 
""0~ 

2 
2 
2 
2 

3 
'~W 

0 
2 
2 
2 

4 
0 
0 
0 
2 
2 

5 . . 
~~D 

0 
0 
0 
2 • • 

B = 

1 
2 

n>̂  3 
4 
5 

1 
/T 

2 
2 
2 
2 

2 3 
-VT 0 
2 0 
2 2 
2 2 
2 2 

4 
0 
0 
0 
2 
2 

5 . . 
0 
0 
0 
0 
2 • • 
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n>i' 

1 
2 
3 
4 
5 

1 
-2 
0 
0 
0 
0 

2 
1 

- 2 
0 
0 
0 

3 
0 
2 

- 2 
0 
0 

4 
0 
0 
2 

- 2 
0 

5 . . 
0 
0 
0 
2 

- 2 

• 

D = n^ 

1 
2 
3 
4 
5 

1 

2-2^/7 
\/r-2 

0 
0 
0 

2 

2+2 Vl 
- A / 2 - 2 

0 
0 
0 

3 

0 
2 

- 2 
0 
0 

4 

0 
0 
2 

- 2 
0 

5 . . 

0 
0 
0 
2 

- 2 

Let 0 represent an infinite matrix of zeros. Then the representation 

table and atom table for V/ are as follows 

Representation Table for V, over F^ 

^,X 

n, \ 

P a r a m e t e r s 

( p r o j e c t i v e ) 

m 

(n,«>) 

( n , 0 ) 

| ( n , l ) 

( n , \ 2 ) 
( n , X 3 ) 

dim 

4 

2 | m | + l 

2n 

2n 

2n 

2n 

2n 

2n 

z 

0 

m z 

0 

0 

0 

0 

0 

0 

( N , « > ) ( N , 0 ) ( N , 1 ) 

0 0 0 

1 1 1 

A 0 0 

0 A 0 

0 0 A 

0 0 0 

0 0 0 

0 0 0 

( N , \ ^ ) ( N , \ 2 ) ( N , ^ 3 ) . . . 

0 0 0 . . . 

1 1 1 . . . 

0 0 0 . . . 

0 0 0 . . . 

0 0 0 . . . 

B 0 0 . . . 

0 B 0 . . . 

0 0 B . . . 

• 
• 
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Atom Table for V, 

Parameters 

(simple) 

m 

(n,-) 

(n,0) 

(n,l) 

(nAi) 

(n,\2) 
(n,X3) 

dim 

1 

0 

0 

0 

0 

0 

0 

0 

z 

1 

-z (1-z) 

0 

0 

0 

0 

0 

0 

(N,«')(N,0) (N,1) 

1 1 1 

0 0 0 

C O O 

0 C 0 

0 0 C 

0 0 0 

0 0 0 

0 0 0 

(N,\^)(N,Xi)(N,X3) ...| 

1 1 1 

0 0 0 . . J 

0 0 0 . . J 
0 0 0 

0 0 0 

D 0 0 

0 D 0 

0 0 D 

• 
• 

Direct Sijmmands of A(G) 

A(G,Cyc) is the linear span of ^i' ̂ i Q' ̂ 1 1 ^^^ ^1 «• ' 
A(G,Discrete) is the linear span of the elements P-, and all 

the V„ , . 
n ,\ 
A (G,Discrete) is the linear span of elements of the form 

-1 
2V^ - 2VQ - |m|P-L, and is isomorphic to the ideal of (C[X,X ] 
consisting of those functions vanishing at X = 1. Letting 

A (G,Discrete) be the subring of A(G) generated by A (G,Discrete) 

and the identity element, we have 
A(G) = A(G,Discrete) e A^(G,Discrete) . 

A (G,Discrete) is isomorphic to (I[X,X" ] , under the isomorphism 

V-, - i P, = X, V_T - i P. = X"-̂ . In particular, J ^1 
A(G,Discrete) ® A (G,Discrete) is an ideal of codimension one in 

A(G) , and A(G,Discrete) is not an ideal direct stimmand of A(G) , 

since it has no identity element. 

Power maps 

odd 

2 
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i jnless N = l or 2, \ e { 0 , l , « » } and m = 3 or 5 mod 8, i n 

which case (s-, )™ "^ ^o \ ^^^ ^^2 X^^ * ^1 X ' 

Almost S p l i t Sequences 

° - n̂.x - Vi.x * V I A - \.x - ° <" > i> 

° - V i , x - ^ 2 . x - ^ i . x - ° 

Auslander-Reiten Quiver 

^^U 

(2,2) (2,2) ^t2,2) (2,2)^>^ (2,2) (2,2) 
> V^ > V^ > V^ ^̂ V̂.̂  >V_2 > 

(X 6 P^(k)) 

Tree Classes 

A^2> ^nd a P (k)- parametrized family of A^ 's. 

Cohomology 

H*(V4,k) = k[x,y] deg(x) = deg(y) = 1 

xSq^ == x^, ySq^ = y^ 

K^(t) = l/(l-t)^ 

Max(H^^(V^,k)) -«^^(k) 

Proj (H®^(V/,k)) ̂  CP (k) , and may be identified with the parametrizing 

set for the V_ , in such a way that Xp(V^ >) = {X}. Thus there is 
n , A, ij n , A. 

a one-one correspondence between the connected components of the stable 

quiver and the non-empty subvarieties of XQ. Note that for a general 

group there may be many connected components of the stable quiver with 

the same variety. 
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Remark 

For representation theory of V/ over an arbitrary field in 

characteristic 2, see under the dihedral group of order 2^. 

The Dihedral Group D ̂  
2^ 

H (Dg,2r) = 2[w,x,y,z]/(2w,2x,2y,4z, ŷ - wz, x^- wx) 

deg(w) = deg(x) = 2, deg(y) = 3, deg(z) = 4. 

Representations over a field k of characteristic 2 (not 

necessarily algebraically closed) [79] Representation type: tame 

First we describe the finite dimensional indecomposable modules 

for the infinite dihedral group 

2 2 G = < x , y:x = y = 1 > , 

and then we indicate which are modules for the quotient group 

D̂ q = < X, y: x^ = y2 = 1, (xy)^ = (yx)^> . 

Let U) be the set of words in the letters a, b, a and b 

such that a and a" are always followed by b or b" and vice-

versa, together with the 'zero length words' 1^ and L . If C is 
-1 -1 -1 

a word, we define C as follows. (1 ) = 1, , (1^) = 1 ; and 

otherwise, we reverse the order of the letters in the word and invert 

each letter according to the rule (a ) = a, (b ) = b. Let IB-ĵ  

be the set obtained from ID by identifying each word with its inverse. 

The n — power of a word of even length is obtained by juxta­

posing n copies of the word. Let )])' be the subset of ID consist­

ing of all words of even non-zero length which are not powers of 

smaller words. Let ID2 be the set obtained from )D' by identifying 

each word with its inverse and with its images under cyclic permuta­

tions 
^1 •* ^n •" ̂ n^l •• ^n-1 * 

The following is a list of all the isomorphism types of finite 

dimensional indecomposable kG-modules. 

Modules of the first kind 

These are in one-one correspondence with elements of ID-. . Let 

C = n̂ .. I & IS). Let M(C) be a vector space over k with basis 

z , .. , z on which G acts according to the schema 

^1 ^2 ^n 
kz < kzi < kzo . . kz^ -, < kz^ 
o 1 z n-i n 
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where x acts as ' 1 + a " and y acts as " 1 + b ". (e.g. if 

C = ab aba then the schema is 

kz^ < — — kz^ — ^ > kz2 < — — kz3 < — ^ k z ^ — ^ > kz^ 

and the representation is given by 

\ . I - I ^ ' j 

It is clear that M(C) ̂  M(C ^) 

Modules of the second kind 

These are in one-one correspondence with elements of 1^2 ^ ^ 
where 

1? = {(V,(p): V is a vector space over k and (p is an 

indecomposable automorphism of V } 

(an indecomposable automorphism of a vector space is one whose 

rational canonical form has only one block, which is associated with 

a power of an irreducible polynomial over k) . If (C,(V,(p)) e D) x P 

with •€ =e^ .. Z^, let M(C,V,(p) be the vector space 

n-1 
V^ with V^ ^ V on which G acts according to the schema 

i=0 

IT= <P ^o*id Z^ T= id 

where again x acts as 1 4- a and y acts as 1 + b as 

above. It is clear that if C and C represent the same element 

of )J)2 then M(C,V,(p) ̂ M(C',V,cp) . 

A module represents the quotient group D/ if and only if 

either 

(i) the module is of the first kind and the corresponding word 

does not contain (ab)^, (ba)^ or their inverses, 

(ii) the module is of the second kind and no power of the 

corresponding word contains (ab)*^, (ba)*̂  or their inverses, or 



(iii) the module is the projective indecomposable module 

M((ab)^(ba)"^, k, id) (of the second kind). 

Almost Split Sequences 

(a) Modules of the first kind 

We define two functions L and R., from words to words as 
a-1 " " a-1 

follows. Let A = (ab)^ a and B = (ba)^ b. If a word C starts 
with Ab or Ba then CI^ is obtained by cancelling that part; 

-1 -1^ otherwise CL = A bC or B aC whichever is a word. Similarly if 

C ends in aB" or bA~ , CR is obtained by cancelling that part; 

otherwise CR = Ca B or Cb~ A, whichever is a word. 

R and L are bijections from ID to itself, and we have 

R L = Lq%' ^^^ S2̂ M(C) ̂  M(CR L ) . The almost split sequence 

terminating in M(C) is 

0 -. M(CR L ) H. M(CR ) S M(CL ) -> M(C) -* 0 

unless C or C~ is AB" , in which case it is 

0 -> M(CR L ) -> M(CR ) e M(CL ) e P^ -. M(C) -. 0 

i.e. 

0 -> M(A"-̂ B) -. M((ab)^"-^) ® M((ba)^"^) e M((ab)^(ba)"*^,k,id) 

-. M(AB"-*-) H. 0 

or C = A, in which case 0 -*- M(A) ->- M(Ab"-'-A) ->- M(A) -• 0. 

(b) Modules of the second kind 

For an irreducible polynomial p(x) e k[x], let (V , 9„ „) 

^ be the vector space and endomorphism with one rational canonical block 

associated with (pCx))"". Then S2̂ M(C,V̂  p,cp̂  p) -M(C,V^p, cp^p) 

and the almost split sequence terminating in M(C,V , <p«. p) Is 

- M(C'\.p' -On.p) - ° (« > 1) 

and 

0 -. M(C,V^_p, .p̂  p) -. M(C,V2^p, ,p2,p) - M(C,V^_p, .p^p) -. 0 . 

Auslander-Reiten Quiver of D „, n > 3 

^ 
(a) Modules of the first kind 
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These fit together to form an infinite set of components of type 

3^ 

M(CR^)^ 

M(CRq): 

^ M ( C R q L ^ 

M(CLq) 

M(CLq^) 

M(CRqLq-^ 

M(C), 

M(CRq ^Lq; 

M(CLq J ^ 

>(CRq'b 

M(CLq : ^ 

,M<CRq"\'b 

M(CRq"^) 

together with the following special components. 

M(ARq), ? M(AR^)^;3' 

M(B), M(BRq), M(BRq2)' 

(note that AR„L„ = A and BR„L„ = B) q q q q ' 

M(A'^BRq) 

M(A ̂ BLq) 

M(AB ̂ Rq)^ 

M(A'-'-B) > Sy * MCAB'-"-)' 

M(AB'-^L ) 

M(AB'-'-L "•'•) V 
'M(AB"^Rq"^) 

(note that AB"-^R L = A'-'-B) 

(b) Modules of the second kind 

For each C e JDo î̂ d each irreducible polynomial p(x) e k[x] 

there is a component 

M(C,Vip,<p,p),C:?M(C.V2^p„2,p>«C:>"<C'V3,p'*3,p>'0-

Tree Classes 

(a) All components A*. 

(b) All components A^. 



Cohomology of D , n > 3 
2^ 

H (D „,k) = k[x,y,u]/(xy) 
2^ 
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X 

y 

u 

degree 

1 

1 

2 

Sq^ 

2 
X 

2 
y 

u(x+y) 

Sq^ 

0 

0 

u^ 

K^(t) = l / ( l - t ) ^ 

Proj(H^^(D ^,k)) is a union of two copies of IP (k) intersecting in 
2 

a single point. 

Varieties for Modules 
Write X^ = tP̂  U P^ where P^ n DP?" = {« } a b a** {"b> Label in 

such a way that P^ corresponds to <x,(xy)^> and P^ corresponds 

to < (xy)'̂ ,y> . By the Quillen stratification theorem (2.26.7) we 

have a homeomorphism 

.1 X < X,(xy)^ > -> IP̂  

Label X in such a way that x corresponds to 0, (xy)^ 

<x,(xy)^> 

corresponds to «> , and (xy) x corresponds to 1, and write the 

homeomorphism as X -»- \(l+\) . Label ^t similarly with respect to 

<(xy)^,y >. Then the varieties for the above modules are as follows. 

Xg(M(C)) 

Xg(M(C, 

\P^ U Pf 
a b 

fpl if 

(P-̂  if a 

{0^} if 

(0^} if 

{-} 

if C ±1 

±1 

b^^ .. b^l 

- (ab)'l"̂ a 

- (ba)^-^b 

±1 

but C r/. (ab)^ ^a 

but C 'Z' (ba) q-lv 

unless C 

or C '̂  

. q - 1 

(ba) q-1 ba 

{\} if C 

a^y if c 

(ab)'l"̂ ab"̂  

(ba)^"Ha"^ 



Qg, the Quaternion group of order eight 

H (Qg,2') = Z[x,y,z]/(2x,2y,8z,x^,y^,xy - 4z) 

deg(x) = deg(y) = 2, deg(z) = 4. 

Representations over ^2 

Representation type : tame 

All modules are periodic with period 1,2 or 4. 

Auslander-Reiten Quiver 

The tree class of each connected component of the stable quiver 

is A^. 

Cohomology 

H (Q3,k) = k[x,y,z]/(x^ + xy + y^, x^, y^) 

degree Sq"̂  Sq^ Sq^ 

X 

y 

z 

1 

1 

4 

2 
X 

y2 

0 

0 

0 

0 

0 

0 

2 z 1 

C^(t) = ( l + t + t ^ ) / ( l - t ) ( l + t ^ ) 

Max(H^^(Qg,k)) ^ ipJ-(k) 

Proj(H^^(Qg,k)) is a single point. 

C , the cyclic group of order p, p odd 

H (Cp,2) = 2[x]/(px), deg(x) = 2. 

Representations over ¥ Representation type: finite. 

Representation Table 

There are p indecomposable representations X., 1 < j < P, of 

dimension j, corresponding to the Jordan blocks with eigenvalue one. 

There are p species 
o' 

s_ T with p-1 
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(s X ) = sin(jkTr/p) 
^^k'^y sin(kTT/p5 

^k " ^^^k^ " 1 + cos(krr/p) 

Power Maps (s;^)^ = s. 

Almost split sequences 

<Sw)'' = s„t if P ̂  q 

0 - Xj ̂  Xj^^ « XJ_;L -. Xj ̂  0 1 s j < p-1 

Auslander -Reiten Quiver 

% • ̂ 2^11^^ • • • C^"^ ̂ p-lV.^-'^'^p 

Tree class A_ T 
p-1 

Cohomology 

H*(Cp,k) = k[x,y]/(x^) deg(x) = 1, deg(y) = 2, xp = y, yp = 0, 

ypl = yP 

^k(^) = 1 ^ 

Max(H^^(C ,k)) ̂  ̂ ^(k) 

Proj(H^^(C ,k)) is a single point. 

Co : atom table and representation table 

3 6 - 2 3 6 - 2 
p power AlAl A1A2 p power AlAl A1A2 
ind lA 3A1 3A2 lA 3A1 3A2 vtx 

+ 1 1 1 3 0 0 lA 

0 3 - 1 1 1 1 3A(1) 

0 - 3 - 1 2 - 1 1 3A(2) 

The general p-group 

Structure of the Group Algebra (Jennings, [61]) 

Let P be a p-group, and k a field of characteristic p. 

Define H-|_ = P, and 
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H, = < [ H , . , , p ] , H;p)p) > 

where (i/p) is the least integer which is greater than or equal to 

i/p, and Ĥ '̂' denotes the set of p-th powers of elements of H. . 

Then {H^} is minimal among series {G^} with 

[G^.P] c G.^, 

and X 6 G. =» x^ e G,. . 
1 ip 

d. 
In particular, H^/H^_^^ is elementary abelian, say of order p •*•. 
Define ,̂  (x) = 1 + x + . . + xP""*-, and 

d̂  2 d 
Fp(x) = <̂ (x) ̂ . <t>(^n "-. .. . </>(x̂ ) "" = Za^x 1 ,/„2,^2 ...m^^m _ _ „i 

(m is the last value of i with d̂^ ̂  0) . Then the dimension of 

the i+l-th Loewy layer of the group algebra (which is the only 

projective indecomposable module) is 

dimi^((J(kP))^/(J(kP))^+^) = a^. 

In particular, the Loewy length of kP is 

^ = 1 + Z i.d^Cp-l) . 
i 

Since Fp(x) = x " Fp(l/x), we have â^ = ^^-1-i' ^^^ ^° ^^^ Loewy 
and Socle series of kP are the same. 

2 3 Groups of order p and p (p odd) [66] 

H*(2/pV2) = a'Exl/Cp^x), deg(x) = 2. 

H*(2/par X J/p2r,J) = 2[x,y,z]/(px,py,pz,z^) 

deg(x) = deg(y) = 2, deg(z) = 3. 

H*(2'/pV20 = Z[x]/(p^x) , deg(x) - 2. 

H*(ir/p̂ Z X 2/p2̂ ,l) = J[x,y,z]/(p^x,py,pz,z^) 

deg(x) = deg(y) = 2, deg(z) = 3. 

H (Z/pZ' X Ttl^t y. iri^l^.T) = 2Tx2^,X2,X3,y^,y2,y3,z]/(pxj^,px2,px3,py^,py2, 

py3,pz,y^ ,72 ,73 »z »yiZ,y2Z'y3Z>y2y3^l2»yiy3-+^2^'yiy2"^3^»^iyi"^2y2 

+ X3y3) 

deg(x^) = deg(x2) = deg(x3) = 2, degCŷ )̂ « deg(y2) = deg(y3) = 3, 

deg(z) = 4. 
2 

If G = <g,h: gP = hP = 1, h"-̂ gh = g^"^ > then 
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^ 9 9 
H (G,Z) = 2 [ w , x , y , z ^ , . . , Z p _ ^ ] / ( p w , p x , p y , p z ^ , x ,wz^,xz^ ,z^Zj) 
deg(w) = 2, deg(x) = 2p+l , deg(y) = 2p, deg(z^) = 2 i . 

I f G = < g , h , k : gP = hP = kP = 1, [g ,h ] = k , [g ,k ] = [h ,k ] = 1> then 

H (G,2) = Z[X3^,X2,X3,x^,X3,x^,y^, . . ,yp__3]/ (px^,px2,px2,px^,px^,p x^, 

PYi ,K^^ , x ^ ^ x i y i ,X2yi ,X3y^ ,x^y^ '^5^1 ' ^ 1 ^ ^ ,X3^X3-X2X^,x^Px3-X2%, 

^ 1 ^ ^ 2 " ^ 2 ^ ^ 1 ' ^ 5 ^ " ^ 1 ^ " ^ 2 ^ " >^l(^5"^2^" ) ,X2(x3-x^P" ) ,X3(x^-x^P'-'-) , 

x^(x3-X2^" ) ) 

deg(x-j^) = deg(x2) = 2, deg(x3) = deg(x^) - 3 , deg(x3) = 2p-2 , 
deg(xg) = 2p, deg(yjt) = 2 i+2 . 

The p-hypoelementary groups with cyclic 0 k = F 

Representation type: finite. 
r 

Let H=<x,y:xP = y ^ = l , x^ = x > where a is a primitive 

d— root of unity modulo p^, d divides p-1 and d divides m. 

Let e be a primitive m — root of unity in k with a s e^' as 

elements of the prime field F . There are m irreducible modules 

X-(e^), 1 < q < m, for H, which are one dimensional and are given 

by X H- (1), y M- (e^) as matrices. If 1 < n < p , there are m 

indecomposable modules of dimension n. These are denoted X (9^), 

1 < q < m. These account for all the irreducible modules. ^(®^) 

is uniserial, with Loewy layers L. (X (9^)) ̂  X̂ Câ """" 9̂ ) . We write 

\ for X^(l). 

The case r = 1 

In this case H has order p.m , (p,m) = 1. The following 

relations are sufficient to determine the structure of A(G). 

x^ie"^) s. x̂  ̂  \(^'^) 

^2 ^ \ = P̂ n-l̂ )̂ ^ \+l ^̂  1 ̂  n < p 
(̂ Xp(a) ® Xp if n = p . 

Let \ be a primitive 2m— root of unity in (t. Then the 

representation table is as follows. 
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Species 

dim 

Brauer species 

y (1 < t < m) 

Non-Brauer species 

± 4 , t ( l ^ t 3 ^ < p , 

0 < t < m) 

x^(e^) ,2qt (1 - X 2innt/d 

1- \ StTT -) 
^2qt+t(n-l)in/d sin(ntj, ir/p) 

s in( t^ rr/p) 

Almost s p l i t sequences (general r) 

0 ^ X^(Q^) -> Xj^^(e^) e Xj_-L(a e^) ^ Xj (a 0^) -̂  0 

l < j < p ^ , 0 < q < m 

Auslander-Reiten Quiver 

p layers 

in each layer 

The stable quiver is obtained by deleting the top layer, which consists 

of the modules X (9*̂ ) , and all the arrows connected to them. 
P 

Tree class 
p"- i 

Cohomology (p""̂  7̂  2) 

H*(H,k) = k[x,y]/(x^) deg(x) = 1, deg(y) = 2 

xp = y, yp = 0, yP"'- = yP. 

C^(t) = l/(l-t) 

Max(H^^(H,k)) ^/A^(k) 

Proj(H''^(H,k)) is a single point. 
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S^: atom table and representation table, k = F^ 

6 
p power 
ind lA 

+ 

+ 

1 

1 

0 

0 

0 

0 

6 
p power 

lA 

The Alternating 

3 

3 

1 

1 

2 

2 

2 
A 
2A 

1 

-1 

0 

0 

0 

0 

2 
A 
2A 

1 

-1 

1 

-1 

0 

0 

12 
AlAl 
3A1 

1 

1 

3 

3 

-3 

-3 

12 
AlAl 
3A1 

0 

0 

1 

1 

-1 

-1 

; Group A^ 

i. Ordinary Characters 

-4 
A1A2 
3A2 

1 

1 

-1 

-1 

-1 

-1 

-4 
A1A2 
3A2 

0 

0 

1 

1 

1 

1 

-4 
AlAl 
S3A1 

1 

-1 

-1 

1 

i 

-i 

-4 
AlAl 
S3A1 

0 

0 

1 

-1 

-i 

i 

-4 
A1A2 
S3A2 

1 

-1 

-1 

1 

-i 

i 

-4 
A1A2 
S3A2 

0 

0 

1 

-1 

i 

-i 

vtx 

lA 

lA 

3A(1) 

3A(1) 

3A(2) 

3A(2) 

We display in one table, according to 'Atlas* conventions, the 

ordinary characters of A/, 2A,, S. and 2S/. Note that there are two 

isomorphism classes of isoclinic groups 2S/, and to get from the 

character table of one to the character table of the other we multiply 

the bottom right hand corner by i. 

12 
p power 
ind 

+ 
o 
o 
+ 

ind 

_ 
o 
o 

lA 

1 
1 
1 
3 

1 
2 

2 
2 
2 

4 
A 
2A 

1 
1 
1 
-1 

4 

0 
0 
0 

3 
A 
3A 

1 
z3 
•k-k 

0 

3 
6 

-1 
-z3 
** 

3 
A 

^-k-k 

1 
k-k 

z3 
0 

3 
6 

-1 
** 
-z3 

fus 

1 
fus 

i 

ind 

++ 
+ 

-H-

ind 

oo 
+ 

2 
A 
2B 

1 
0 

1 

2 

0 
0 

2 
A 
4A 

1 
0 

-1 

8 
8 

i2 
0 
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ii. Representations over Fo 

Representation type: tame. 

Write 0), oo for the primitive cube roots of unity in both k 

and (L. 

Let A^ = <g^, g2, h: g^ - g^ = h = 1 , g^g2 = g2Si> §1 = §2' 

^2 "̂  ̂ 1^2^ * ^^^ ^ ^^^ ̂ ^ ^ ^^^' ̂ ^^ parametrizing set for 

representations and species for V/, via h:\ n- l/(l+\). Then 

V -i ^V f if and only if X and LL represent the same 
n , A. n , M- •' <- XT 

element of {P-|(k)/<h>. 

The indecomposable representations of A, are obtained by taking 

direct summands of representations induced up from V/, and are as 

follows. 

(i) The projective covers P-. , P , P— of the simple modules 

1, 00 and o). 

(ii) W^(a) = S2^(a) , a e {1, co, co} , n e 2. 

A, ^ _ V 

(iii) W^ , = V^ ,+ ^ , \ e (lP̂ (k)/<h>)\{cD , CO} , n e CN\{0} . 

(iv) W (a) , W - (a) , a e {1, 0), ̂ } , n e IN\{0} . 

These last representations, of dimension 2n,,are the direct 
A4 A^ 

summands of V f and V —f . They are defined as follows. 

W„ (a) = W^ (1) ^ a ) a e {1, 
n,(Jo n,co / 

0), co} 

and W (1) is given in terms of matrices as follows. 

§1 *̂  \ f 1 - r - / ^2"-



193 

h h> 

-n+2 

n-2 

-n+4 

-n+2y 

Tensor products modulo projectives are as follows. If m < n, 

if m = n = 1 W^ (1) >?) W^ (1) ^ 
m , CO n , CO 

W^ (1) 8) W^ _(1) = 0, 
m,co ^ n,co 

^2,J1) 

w (co) e w 
m,a3 m,a3 

if n = 2 (mod 3) 

(co) otherwise. 

The species of Aj.(A/) are as follows. There is one species for 

each h-orbit on species of V/, there are two Brauer species corres­

ponding to <h> , and there are the species whose origin is A/, 

namely 
2 

(i) two sets of species s and s parametrized by the 
z z 

complex numbers z & (C\{0}, and 

(ii) four sets of species n ,co n,co 
s„ -n^co and s _ 

n,co 

The representation table and atom table are as follows. 

Let A, B, C and D be as in the representation table and atom 

table of V/, and define further infinite matrices E and F as 

follows. 

1 

r2 
2 

-1 
-1 

2 
-1 

2 

-r2 
2 

-1 
-1 

2 
-1 

3 

0 
0 

-1 
-1 

2 
-1 

4 

0 
0 
0 

-1 
2 

-1 

5 

0 
0 
0 
0 
2 

-1 

6 . . 

0 
0 
0 
0 
0 

-1 
• 

1 
2 

n̂ - 3 
4 
5 
6 

(each column repeats with period three where it is non-zero) 
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n i 

1 

2+r2 
l+r2 

0 
0 
0 
0 
0 

0 

2-

1-

2 

-r2 
-r2 

0 

0 

0 
0 
0 
0 

3 

0 

-1 
-2 

0 
0 
0 

0 
0 

4 

0 

0 
-1 

1 
0 
0 

0 
0 

5 

0 
0 

0 
2 

1 
0 
0 

0 

6 

0 
0 

0 

0 
-1 
-2 

0 

0 

7 

0 
0 

0 
0 
0 

-1 
1 

0 

8 . . 

0 

0 
0 

0 
0 
0 
2 

1 

We use the 'Atlas' format to make clear the relationship with the 

tables for V 4-

Representation Table 

Parameters 

(p ro j ec t i ve ) 

m 

( n , . ) 

(n ,0) 

j ( n , l ) 

(n,co) 

1 (n.w) 

(n . jx ) 

( n . ^ x ^ 

d im 

4 

2 lml+1 

2n 

2n 

2n 

2n 

2n 

2n 

2n 

2n 

z 

0 

m 
z 

0 

0 

0 

0 

0 

0 

0 

0 

( N , - ) ( N , 0 ) ( N , 1 ) 

0 0 0 

1 1 1 

A 0 0 

0 A 0 

0 0 A 

0 

0 

(N ,co ) (N ,^ ) 

0 0 

1 1 

0 

B 0 

0 B 

0 

( N , X ) ( N , 0 ( N , X ^ ) 

0 0 0 

1 1 1 

0 

0 

B6, 0 0 

0 B6^ 0 

0 0 B5, 
XM. 

f u s 

I 

h 

1 

« 
0 

e 

e 

0 

z 

0 

m 
z 

0 

0 

0 

0 

(N.co) ( N , » ) 

0 0 1 

1 1 1 

0 0 

E 0 1 

0 E 

0 0 

Atom Table 

P a r a m e t e r s 

( s i m p l e ) 

m 

| ( n . - ) 

( n . O ) 

( n , l ) 

(n.co) 

( n , co) 

( n , n ) 

(n,A 
^ 2 

d im 

1 

0 

0 

0 

0 

0 

0 

0 

0 

0 

z 

1 

- z " - ^ ( l - z ) 2 

0 

0 

0 

0 

0 

0 

0 

0 

( N , - ) ( N , 0 ) ( N , 1 ) 

1 1 1 

0 0 0 

C O O 

0 C 0 

0 0 C 

0 

0 

( N , o . ) ( N , « ) 

1 1 

0 0 

0 

D 0 

0 D 

0 

( N , X ) ( N , x ' ^ ) ( N . X ^ ) 

1 1 1 

0 0 0 

0 

0 

D5, 0 0 
Xjx 

0 D6- 0 
XpL 

0 0 D 6 , 
Xg. 

f u s 

1 

h 

1 

0 

0 

0 

0 

0 

z 

1 

- z ^ - l ( l - z ) 2 

0 

0 

0 

0 

(N,oo) ( N , w ) 

1 1 

0 0 

0 0 

F 0 

0 F 

0 0 
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m e 2r, n > 1, 

5 e {0, ±1} , 6 5 dimension (mod 3) 

and |j. run over a set of representatives in IP (k)\{0,1, «•, oo, co } 

under the action of h, and 6-. represents the matrix which is the 

identity if \ = |j, and zero otherwise. 

Almost Split Sequences 

0 -»• W, ( a ) -^ W^Cao)) tB W^(a^) e P -̂  W . ( a ) -̂  0 1 o o a ~ 1 

a e { 1 , CO, co} , n e 2 \ { - l } . 

0 -̂  W„ (aco) H- W^ , . ( a ^ ) e W„ -, ( a ^ ) -^ W^ ( a ) -> 0 n , CO n + i , CO n - i , c o n,co 

0 H. W. (aco) H- W« (a w) -> W. ( a ) -> 0 
1 , CO 2 , 0 0 ^ 1 , c o 

0 -̂  W^ _ ( a ^ ) -^W^ , , _(aco) © W^ -, _(aco) -> W^ _ ( a ) -̂  0 n,co n+l ,co n - i , c o n,25^^ ^ 

0 -̂  W-, _ ( a ^ ) -> W^ _(aco) -̂  W, _ ( a ) H- 0 
1 , CO ^ , 00 1 , CO 

a e { l , CO, c o } , n > l , 

n , \ n + l , X n - l , \ n , \ 

° - W , _ , ^ W 2 _ ^ ^ W,_^ 

X e ( P ^ ( k ) / < h > ) \ {(0,0)} n > 1 . 

A u s ? a n d e r - R e i t e n Q u i v e r 

( a ) 

W , ( l ) W„(l) w , (1) 

Wj^(co ) - - ->P >W j^(co) W 3(00) 

W2(<o) W Ĉco) W_2((o) 

W ^ ( 1 ) - - - » P , - - - ^ W _ ^ ( l ) W 3 ( 1 ) 

^ ^-^ ^ ^-^ ^ 
W2(<a) W^((o) W 2 ( " ) 

W 2 ( i ; 

W, ( » ) - - - ^ P _ - - - > W , ( a ) 
1 ^ 03 - J . 

W^( l ) 

W_3(co) 

W_2( l ) 
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(Identify top and bottom lines to form a doubly infinite cylinder) 

(b) Two connected components, for a = co and a = oT as follows. 

W, (1) 
± , a v^ 

^3,a<l> 

W5 (1) 

"a.a^-^) 

"4,a(") 

W^_^(a) 

W„ (a) 

W. (a) 
/7 ' 

^2,a(l) 

"4.a(l) 

"l,a("> 

^ ^ 

Ws.a^'l) 

Wc (a) 
J , a 

^2,a(^) 

W/ (a) 4,a ̂  ̂  

/ ^ 

Wl.a^l) 

W, „(1) 

Wc (1) 
5 ,a ̂  

(Identify right hand and left hand edges to form a singly infinite 

cylinder) 

(c) For each X e (P (k)/<h>) \{co, co}, a connected component as 

follows. 

W 
l,Xi 

Tree Classes and Reduced Graphs 

(a) A" >̂ Ac 

(b) Two copies of 

"5 

A -> A 

(c) A (IP (k)/<h>) \ {co, CO}-parametrized family of copies of 

-> A 

Remark 

Over a non algebraically closed field k of characteristic two, 

the components corresponding to (b) and (c) above are still of type 

A^ > A^, but the component containing the trivial module (i.e. 

— > A^ if x^ + X + 1 corresponding to (a) above) is of type A^ 

splits in k and of type B^ -> B« otherwise. 

In the latter case, denote by k. the splitting field for 
2 

X + X + 1 over k, and denote by W (2) and Po the modules which 

when tensored with k-, give W (co) ^ W (co) and P © P_ respectively. 

Then the appropriate component of the Auslander-Reiten quiver is as 

follows. 
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JMl(2)- ^>P, 

W,(2) 

'W;L(1)' 

^o<2),^ 

^W ,(2) W „(2) 

<̂J 

W.3(l) 

(Do not make any identifications) 

Cohomology of A, over |F« 

H (A.,k) is the set of fixed points of h on H (V. ,k) = k bc,y ] , 
2 2 "̂  2 "̂  

namely the subring generated by u = x + xy + y , v = x + x y + y 
3 2 3 

and w = X + xy + y . Thus 
H (A^,k) = k[u,v,w]/(u"^ + v^ + vw + w^) 

degree Sq^ Sq' 

2 

3 

3 

v+w 

2 
u 
2 

u 

^ 
uw 

uv 1 

^ ( t ) = ( l - t+t^) / ( l - t )^( l+t+t^) 

Proj (H^^(A^,k)) is the irreducible conic in IP (k) given by x? = x^^'^' 

Cohomology of S, over (F̂  

H*(S^,k) = k[x,y,z]/(xz) 
restriction 

X 

y 

z 

degree 

1 

2 

3 

Sq^ 
2 

X 

z+xy 

xz 

Sq2 

0 

y' 

yz 

to A^ 

0 

u 

v+w 

«j,(t) = a+th/a-t)^a+t+th 
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Proj(H^^(S^,k)) is a union of two copies of (P (k) intersecting in 

a single point. 

The Alternating Group Ac, and its coverings and automorphisms, 

i. Ordinary Characters (see remarks under A/) 

60 
p power 
ind lA 

+ 

+ 

+ 

+ 

+ 

ind 

-

-

-
-

1 

3 

3 

4 

5 

1 
2 

2 

2 

4 

6 

4 
A 
2A 

1 

-1 

-1 

0 

1 

4 

0 

0 

0 

0 

3 
A 
3A 

1 

0 

0 

1 

-1 

3 
6 

-1 

-1 

1 

0 

5 
A 
5A 

1 

-b5 
-k 

-1 

0 

5 
10 

b5 
•k 

-1 

1 

5 
A 

1 
* 

-b5 

-1 

0 

5 
10 
* 

b5 

-1 

1 

fus 

fus 

nd 

-H-

+ 

4-H 

+4-

nd 

-

oo 

oo 

6 
A 
2B 

1 

0 

2 

1 

2 

0 

0 

0 

2 
A 
4A 

1 

0 

0 

-1 

8 
8 

0 

0 

i2 

3 
AB 
6A 

1 

0 

-1 

1 

6 
6 

0 

i3 

0 

ii. Representations over IF2 

1 

^1 

4 

5 

D ecomp 

I 

1 

1 

1 

1 

osition matrix 

h 
0 

1 

0 

1 

2, 4 

0 

0 

1 

1 

1 

Representation type: tame 

Cartan Matrix 
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Atom Table and Representation Table for A(G,Cyc) 

60 
p power 
ind lA 

+ 1 

- h 
- h 
+ 4 

0 

3 
A 
3A 

1 

-1 

-1 

1 

0 

Representation 

p power 
lA 

12 

8 

8 

4 

6 

5 

5 

1 

A 
3A 

0 

-1 

-1 

1 

0 

-1 

-1 

1 

5 
A 

5A1 

1 

b5 

* 

-1 

0 

L tabl 

A 
5A 

2 

b5 
Vf 

-1 

1 

0 

0 

1 

Projective Indecomp 

5 
A 

5A2 

1 
•k 

b5 

-1 

0 

e for 

A 

2 
-k 

b5 

-1 

1 

0 

0 

1 

-4 
A 
2A 

1 

0 

0 

0 

-2 

A(G 

A 
2A 

0 

0 

0 

0 

2 

1 

1 

1 

,Tr±\ 

A 
V4A 

0 

0 

0 

0 

0 

1 

1 

1 

osable Modules 

60 
p power 

lA 

0, G = 

BA 
A4A 

0 

0 

0 

0 

0 

z3 
•k-k 

1 

for A^ 

12 

8 

8 

4 

6 

A3, k 

AA 

0 

0 

0 

0 

0 
•k-k 

z3 

1 

over 

3 5 
A A 
3A 5A1 

0 2 

-1 * 

-1 b5 

1 -1 

0 1 

= ̂ 2 

vtx 

lA 

lA 

lA 

lA 

2A 

V4A 

V4A 

V4A 

II 

5 
A 

5A2 

2 

b5 

-k 

-1 

1 

-4 
A 
2A 

0 

0 

0 

0 

2 

vtx 

lA 

lA 

lA 

lA 

2A 

[ I 

I 
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Projective Indecomposable modules for Sr over F^ 

I 

^2 

I 

I 

4o 

Projective Indecomposable modules for 2Ac over IF2 

I 

22 

I 

h 
I 

2o 

Green Correspondence between A, and Ac 

Since a Sylow 2-subgroup of Ac is a t.i. subgroup with normal-

izer A. (see exercise to 2.12), Green correspondence sets up a one-

one correspondence between non-projective modules for Ac and for A, 

in characteristic two. This correspondence takes almost split sequences 

to almost split sequences, and so the stable quivers are isomorphic. 

The atom copying theorem (section 2.20) gives the atom table as follows. 
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Atom Table 

Parameters 

t r i v i a l 

L 2 ( 4 ) - n a t u r a l 

dual 

S t e i n b e r g 

^ i 

(n,«») 

(n,co)^ 

( n , ^ ) ^ 

( n , i i ) 

lA 3A5A1 

1 1 1 

2^ - 1 b5 

2^ " 1 * 

4 1 - 1 

y^ - X 0 
V_^ 

5A2 

1 

* 

b5 

- 1 

) 

2 . 
J 

1 

0 

0 

0 

- z ^ - ^ l - z ) 2 o . i 

0 

0 

0 

1 ^ 

(N 

-J 

,-) 

1 

0 

0 

0 

0 

c 

0 

0 

0 

(N 

i? 

•Hi 
1 

G 

0 

0 

0 

0 

0 

0 

(N,co)j 

g 

1 

0 

G 

0 

0 

0 

0 

0 

(N,X) 

1 

0 

0 

0 

0 

0 

0 

0 

D6, 

In this table, D and F are as given under V, and A/, and 

G = (r2, -r2,0,0, . . .) 

i e (1,0), 03 } 

X and ti tun over a set of representatives in IP (k)\ {0,1,«»,co, co} 

under the action of t i-̂ l/(l-t), and 6, represents the matrix whic 
A. (J, 

is the identity if X = |j, and zero otherwise. 

Almost split sequences for Ar over F« 

These are given by applying Green correspondence to the almost 

split sequences for k,. The sequences involving projective modules 

are as follows. 

0 ^ g(W3_(l)) ̂  P^ 0 g(Ŵ (o.)) ^ g ( W ^ W ) ^ g(W_^(l)) ^ 0 

° -" S(^l,a>®) - P2 ^ Ŝ 2̂,cô ^̂ ) "" sCW^^^Co))) - 0 

The Auslander-Reiten quiver may thus be obtained from that for 

A^ by relocating the projective modules as indicated above. 
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Cohomology 

It again follows from the fact that a Sylow 2-subgroup of A^ is 

a t.i. subgroup with normalizer A/ (see 2.22 exercises 4 and 5) that 

H*(A5,k) - H*(A^,k). 

iii. Representations over IF« 

Decomposition matrix 

Representation type: finite 

Cartan matrix 

I 4 3;L ^2 

I ri 1 
4 1 2 

h\ 1 

^2 ^ 

Atom Table and Representation Table for Aĵ (G) 

60 
p power 
ind 
+ 
+ 
+ 
+• 

lA 
"i 
3 
3 
4 
0 
0 
0 
0 

60 
p power 

lA 

T 
3 
3 
9 
1 
4 
5 
5 

4 5 
A A 

2A 5A 

1 1 
-1 -b5 
-1 * 
0 -1 
0 0 
0 0 
0 0 
0 0 

4 5 
A A 
2A 5A. 

2 1 
-l-b5 
-1 * 
1 -1 
1 1 
0 -1 
1 0 
1 0 

5 12 
A AlAl 

B* 
1 

* -b5 
-1 
0 
0 
0 
0 

5 
A 

B* 

1 

* -b5 
-1 
1 

-L 
0 
0 

3A1 
L" 
0 
0 
1 
3 
3 

-3 
-3 

12 
AlAl 
3A1 

~ 0 ~ 
0 
0 
0 
1 
1 

-1 
-1 

-4 
A1A2' 

3A2 
1 
0 
0 
1 

-1 
-1 
-1 
-1 

-4 
A1A2 
3A2 

0 
0 
0 
0 
1 
1 
1 
1 

-4 
AlAl 

S3A1 

1 
0 
0 

-1 
-1 
1 

1 
-t 

-4 
AlAl 
S3A1 

0 
0 
0 
0 
1 

-1 
-i 
i 

-4 
A1A2 

S3A2 fus 
. 1 
0 
0 

-1 
-1 
1 

-1 

i 

-4 
A1A2 
S3A2 f 

0 "7 

° T 
0 I 
0 : 
1 : 
-1 : 
i : 
-i : 

i 

us 

ind 
-H-
+ 

++ 

6 
A 

2B 
' "1 
0 

-2 
0 
0 
0 
0 

6 
A 
2B 

"o 
0 

-3 
1 

-2 
-1 
-1 

2 12 
A AlAl 

4A 
1 
0 

0 
0 
0 
0 
0 

2 
A 
4A 

2 
0 

1 
1 
0 
1 
1 

6A1 

1 
0 

1 
3 
3 

-3 
-3 

12 
AlAl 
6A1 

' 0 
0 

0 
1 
1 

-1 
-1 

-4 
A1A2 

6A2 
""1 

0 

1 
-1 
-1 
-1 
-1 

-4 
A1A2 
6A2 

0 
0 

0 
1 
1 
1 
1 

-4 
AlBl 

S3B1 
1 
0 

-1 
-1 
1 
i 
-i 

-4 
AlBl 
S3B1 

0 
0 

0 
1 

-1 
-t 
1 

-4 
A1B2 

S3B2 
"1 
0 

-1 
-1 
1 
-1 
i 

- -4 
A1B2 
S3B2 

0 
0 

0 
1 

-1 
1 
-i 

ftx. 
lA 
lA 
lA 
lA 
3A(1) 
3A(1) 
3A(2) 
3A(2) 
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The Alternating Group A^, and its coverings and automorphisms. 

Ordinary Characters 

PGL2(9) 1̂0 

360 8 9 9 4 5 5 . . 2 4 
p power A A A A A A A 
p ' p a r t A A A A A A A 
ind lA 2A 3A 3B AA 5A B* fas ind 2B 

+ 1 1 1 1 1 1 1 : + + ! 

+ 5 1 2 - 1 - 1 0 0 : + f 3 

+ 5 1 - 1 2 - 1 0 0 : + f l 

+ 8 0 -1 -1 0-b5 * + 0 

+ 8 0 - 1 - 1 0 *-b5 1 

+ 9 1 0 0 1 - 1 - 1 

+ 10 -2 1 1 0 0 0 

4 3 3 
6 6 

5 5 
10 10 

- 10 0 

- 10 0 

o2 

o2 

o2 

o2 

1 2 
3 6 
3 6 

3 - 1 

3 - 1 

6 2 

9 1 

0 - 2 1 

0 1 - 2 

0 - 1 -1 

0 -1 - 1 

1 

1 

3 

0 -1 -1 

0 -1 - 1 

0-b5 * 

0 *-b5 

1 r 2 0 0 

l - r 2 0 0 

o2 15 - 1 

1 4 
6 12 
3 12 
2 
3 
6 

o2 

o2 6 0 

o2 12 0 

o2 12 0 

+f 3 

+f 2 

2 
2 

0 

oo 0 

- 0 

24 4 3 3 
A A AB BC 
A A AB BC 
2C 4B 6A 6B 

1 1 1 1 

-1 1 0 - 1 

- 3 - 1 1 0 

0 0 0 0 

3 - 1 0 0 

-2 0 - 1 1 

4 8 6 12 
4 8 6 12 

0 0 0 r3 

0 0 13 0 

0 0 0 0 

. . 10 4 4 5 5 . 
A A A BD AD 
A A A AD BD 

fijs ind 2D 8AB*10AB* fijs 

+f 1 1 1 1 1 : 

+ 0 0 0 0 0 , 

+f 2 0 0 b5 * 

+f 2 0 0 * b5 

+f 1 - 1 - 1 1 1 

+f 0 r 2 -r2 0 0 

3 4 5 5 
12 15 15 
12 15 15 

0 l - b 5 * . 

0 1 * -b5 * 

0 0 1 1 * 

0 1 - 1 - 1 * 

0 - 1 0 0 * 

3 8 5 5 
6 24 30 30 

24 15 15 
8 10 10 

24 15 15 
24 30 30 

- 0 0 0 0 0 

2 2 4 6 6 

6 0 0 0 r2 1 1 

0 0 - r 2 1 1 

0 0 0 b5 * 

0 0 0 * b5 

o2 

o2 

. 2 4 4 
A A A 
A A A 

ind ^ 8C D** 

+f 1 1 1 

+ 0 0 0 

4 16 16 20 20 
16 16 20 20 

- 0 0 0 0 0 

— 0 0 0 y20 *3 

— 0 0 0 *7 y20 

— Oyl6 *5 0 0 

-^'- 0*13 3i6 0 0 

2 8 8 10 10 

+f 1 - 1 - 1 

oo 0 12-12 

4 16 16 

2 4 8 6 12 
6 12 

4 16 16 20 20 
16 16 20 20 

4 8 8 
12 24 24 
12 24 24 

o2 0 0 0 

oo2 0 12 -12 

oo2 1 - 1 - 1 

oo2 1 1 1 

4 16 16 
12 48 48 
12 48 48 

o2 

o2 
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ii. Representations over W^ 

Decomposition Matrix 

Representation type: tame 

Cartan Matrix 

1 

2 

1 

2 

I 

8 

4 

4 

^1 

4 

3 

2 

> 2 

4 

2 

3 

^1 

1 

^2 

1 

Triple Cover 

3 

3 

6 

9 

1 5 j 

1 

0 

1 

0 

1 1 

0 

1 

1 

0 

1 

0 

0 

0 

1 ' 

1 1 
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Atom Table and R e p r e s e n t a t i o n Table for A(Ag,Cyc) and A(3A^,Gyc) over 

Fo 

atoms r e p r e s e n t a t i o n s 
360 

p power 
i n d 

+ 

-
-
+ 
+ 

o2 

o2 

o2 

lA 

1 

4 

4 

8 

8 

0 

0 

0 

1 

3 
3 

3 

3 

9 

0 

0 

0 

9 

A 

3A 

1 

1 

- 2 

- 1 

- 1 

0 

0 

0 

3 

0 

0 

0 

0 

0 

0 

9 

A 
3B 

1 

- 2 

1 

- 1 

- 1 

0 

0 

0 

3 

0 

0 

0 

0 

0 

0 

5 

A 
5A 

1 

- 1 

- 1 

-b5 

* 
0 

0 

0 

5 
15 
15 

- b 5 

* 
- 1 

0 

0 

0 

5 

A 
B* 

1 

- 1 

- 1 

* 
- b 5 

0 

0 

0 

5 

15 
15 

* 
- b 5 

- 1 

0 

0 

0 

- 8 
A 

2A 

1 

0 

0 

0 

0 

-2 

0 

0 

2 

6 
6 

1 

1 

1 

- 2 

0 

0 

- 8 
A 

8 
A 

4A1 4A2 

1 

0 

0 

0 

0 

2 

-2 

- 2 

4 
12 
12 

1 

1 

1 

2 

- 2 

- 2 

1 

0 

0 

0 

0 

0 

2 

- 2 

4 
12 
12 

- 1 

- 1 

1 

0 

2 

- 2 

360 
p power 

lA 

40 

24 

24 

8 

8 

20 

10 

30 

1 

3 
3 

24 

24 

24 

36 

42 

30 

9 
A 

3A 

4 

3 

0 

- 1 

- 1 

2 

1 

3 

3 

0 

0 

0 

0 

0 

0 

9 
A 

3A 

4 

0 

3 

- 1 

- 1 

2 

1 

3 

3 

0 

5 
A 

5A 

0 

- 1 

- 1 

- b 5 
• 

0 

0 

0 

5 

15 
15 

5 
A 

B* 

0 

- 1 

- 1 

* 
- b 5 

0 

0 

0 

5 

15 
15 

*2+b5 

02+b5 

0 

0 

0 

0 

- 1 

1 

2 

0 

* 
- 1 

1 

2 

0 

- 8 

A 
2A 

0 

0 

0 

0 

0 

4 

2 

2 

2 

6 
6 

0 

0 

0 

4 

2 

2 

- 8 
A 

4A1 

0 

0 

0 

0 

0 

0 

2 

2 

4 
12 
12 

0 

0 

0 

0 

2 

2 

8 
A 

4A2 

0 

0 

0 

0 

0 

0 

2 

- 2 

4 

12 
12 

0 

0 

0 

0 

2 

- 2 

Atom Table and Rep re sen t a t i on Table for A(2Ag,Cyc) over IF2 

720 18 18 10 10 -720 -18 -18 -10 -16 16 -16 16 16 -16 
p power A A A A A A A B A B A A A A A A A A A 
ind lA 3A 3B 5A B* 2A 6A 6B lOA B* 4A14A2 8A1 8A2 8A3 8A4 

1 
4 
4 
8 
8 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

1 
1 

-2 
- 1 
- 1 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

1 
- 2 

1 
- 1 
- 1 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

1 
- 1 
- 1 

- b 5 

* 0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

1 
- 1 
- 1 

* -b5 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 

1 
4 
4 
8 
8 

- 2 
- 8 
- 8 

- 1 6 
-16 

0 
0 
0 
0 
0 
0 

1 
1 

- 2 
- 1 
- 1 
- 2 
-2 

4 
-2 
- 2 

0 
0 
0 
0 
0 
0 

1 
-2 

1 
- 1 
- 1 
-2 

4 
-2 

2 
2 
0 
0 
0 
0 
0 
0 

1 
- 1 
- 1 

-b5 
•k 

- 2 
2 
2 

2b 5 

* 0 
0 
0 
0 
0 
0 

1 
- 1 
- 1 

* - b 5 
- 2 

2 
2 

* 2b 5 
0 
0 
0 
0 
0 
0 

1 
0 
0 
0 
0 
2 
0 
0 
0 
0 

-2 
- 2 

0 
0 
0 
0 

1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
2 

- 2 
0 
0 
0 
0 

1 
0 
0 
0 
0 
2 
0 
0 
0 
0 
2 
2 

-2 
- 2 
-2 
- 2 

1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
2 

- 2 
2 

-2 

1 
0 
0 
0 
0 
0 
0 
0 
0 
0 

- 2 
2 
2 
2 

- 2 
-2 

1 
0 
0 
0 
0 

- 2 
0 
0 
0 
0 
0 
0 

- 2 
2 
2 

-2 
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720 18 18 10 10 -720 -18 -18 -10 -10 -16 16 -16 16 16 -16 

p power A A A A A A A B A B A A A A A A A A A 
i n d lA 3A 3B 5A B* 2A 6A 6B lOA B* 4A1 4A2 8A1 8A2 8A3 8A4 

80 8 8 0 0 0 0 0 0 0 0 0 0 0 0 0 
48 
48 
16 
16 
40 
24 
24 
8 
8 
20 
60 
10 
30 
50 
70 

6 
0 
-2 
-2 
4 
3 
0 
-1 
-1 
2 
6 
1 
3 
5 
7 

0 
6 

-2' 
-2 
4 
0 
3 
-1 
-1 
2 
6 
1 
3 
5 
7 

-2 
-2 
2b5 
*_ 0 
-1 
-1 
-b5 
* 0 
0 
0 
0 
0 
0 

-2 
-2 

•k 

2b5 
0 
-1 
-1 
* 

-b5 
0 
0 
0 
0 
0 
0 

0 
0 
0 
0 
40 
24 
24 
8 
•8 
20 
20 
10 
30 
30 
10 

0 
0 
0 
0 
4 
3 
0 
-1 
-1 
2 
2 
1 
3 
3 
1 

0 
0 
0 
0 
4 
0 
3 
-1 
-1 
2 
2 
1 
3 
3 
1 

0 
0 
0 
0 
0 
-1 
-1 
-b5 
* 0 
0 
0 
0 
0 
0 

0 
0 
0 
0 
0 
-1 
-1 
* 

-b5 
0 
0 
0 
0 
0 
0 

0 
0 
0 
0 
0 
0 
0 
0 
0 
4 
4 
2 
2 
2 
2 

0 
0 
0 
0 
0 
0 
0 
0 
0 
4 
-4 
2 
2 
-2 
-2 

0 
0 
0 
0 
2 
0 
0 
0 
0 
0 
0 
2 
2 
2 
2 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
2 
-2 
2 
-2 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
2 
2 
-2 
-2 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
2 
-2 
-2 
2 

Projective Indecomposable Modules for A^ over ^2 

I 4 , 42 

4^ 42 I I 

I I ^2 \ 
42 4 , I I 

I I 4 , 42 

^1 ^2 I I 

I I 42 4^ 
42 4 , I I 

I ^1 ^2 

^1 

P r o j e c t i v e Indecomposable Modules for 3Ag over IF2 

9 3^ 32 

3 , 32 / N2 / N, 

9 ^ ^1 ^ ^2 

(and duals of these) 
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P r o j e c t i v e Indecomposable modules for S^ over F2 

I 

^2 

I 

^ 1 

I 

^2 

P r o j e c t i v e : 

^ 1 

^2 

I 

I 

^ 1 

I 

^2 

I 

h 
I 

I 

I 

Lndecomp 

^2 

I 

^ 1 

I 

^2 

I 

S 

\ 

osab le 

I 

* i 

I 

^2 

I 

* i 

modules 

I 

^2 

I 

^ 1 

I 

^2 

I 

^ 1 

f o r 

^ 1 

^ 1 

^ 1 

I 

S 
I 

^ 1 

I 

S 
I 

M,Q over 

I 

\ 
I 

^2 

I 

^ 1 

I 

^2 

3 

^2 

^2 

*2 

I 

^ 1 

I 

^2 

I 

^ 1 

I 

8 1 1 
1 8 1 
I I 8 
8 1 I 
1 8 I 
I I 8 16 
8 I I 
1 8 I 
I I 8 
8 1 I 
1 8 I 

16 
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Projective indecomposable modules for PGL2(9) over IF2 

I 

I 

h 
I 

I 

I 

I 

^1 

I 

I 

iii. Representations over ^3 

Dec 

1 

5 

5 

8 

8 

10 

9 1 

Double C( 

4 
4 
8 
8 
10 
10 

,omposition 

I 

1 

1 

1 

1 

1 

0 

3ver 

h 
1 1 
1 
0 
1 
1 
1 

h 
0 

0 

0 

1 
0 

1 

h 
1 
1 
1 
0 
1 
1 

Matr 

^2 

0 

0 

0 

0 

1 

1 

^1 
0 
0 
1 
0 
1 
0 

ix 

4 9 

0 

1 
1 

1 

1 

1 

1 1 

62 

0 
0 
0 
1 
0 
1 

Representation type: wild 

Cartan Matrix 

I 3^ 3^ 4 9 

I I 5 1 1 4 
3^ 1 2 1 2 

3^ 1 1 2 2 

4 4 2 2 5 

9 1 

1 

2 

1 

2, 

h 
5 

4 

1 

2 

h 
4 

5 

2 

1 

h 
1 

2 

2 

0 

^2 

2 

1 

0 

2 1 
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P r o j e c t i v e Indecomposable Modules for A^ over (F^ 

I 3 , 32 

4 4 4 4 

I I I 33_ 32 I 32 I 3^ 

4 4 

I 

4 4 

3, 3, 

4 

I I ^1 ^2 

I I 3^ 32 

4 

Double Cover 

^1 ^2 6̂  62 

22 22 62 2ĵ  2^ 6j^ 22 2^ 

^1 2]̂  2ĵ  6̂  22 22 22 b^ 1^ 1^ 

22 22 62 2^ 2, 6̂  22 2^ 

2^ 22 6j_ 62 
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iv. Representations over Fc: Brauer character table 

Representation type: finite 

360 
p power 
p' part 

lA 

+ 
+ 

+ 
+ 

+ 

ind 

-
-
-
-

ind 

o2 

o2 

o2 

ind 

o2 

o2 

1 
5 

5 
8 

10 

1 
2 

4 

4 

10 

10 

1 
3 
3 

3 

6 

15 

1 
6 
3 
2 
3 
6 

6 

6 

8 
A 
A 
2A 

1 

1 

1 
0 
-2 

4 

0 

0 

0 

0 

2 
6 
6 

-1 

2 

-1 

4 
12 
12 

0 

0 

9 
A 
A 
3A 

1 

2 

-1 
-1 
1 

3 
6 
-2 

1 

1 
1 

3 

0 

0 

0 

3 
6 

0 

0 

9 
A 
A 
3B 

1 
-1 

2 

-1 
1 

3 
6 

1 

-2 

1 

1 

3 

0 

0 

0 

3 
6 

0 

0 

4 
A 
A 
4A 

1 
-1 

-1 
0 

0 

8 
8 

0 

0 

r2 

-r2 

4 
12 
12 

1 

0 

-1 

8 
24 
24 
8 
24 
24 

r2 

-r2 

fus 

fus 

I 
fus 

* 
• 

* 
fus 

I 

ind 

++ 
++ 
++ 

-H-
-H-

ind 

— 
oo 

^ 

ind 

+ 
+ 

+ 

ind 

o2 

24 
A 
A 
2B 

1 

3 

-1 
2 

2 

2 

0 

0 

0 

2 

2 

24 
A 
A 
2C 

1 
-1 

3 
2 

-2 

4 

0 

0 

0 

2 

4 

4 
A 
A 
4B 

1 
1 

1 
-2 

0 

8 

0 

0 

0 

4 

8 

3 
AB 
AB 
6A 

1 

0 

-1 
-1 

-1 

6 
6 

0 

i3 

0 

6 

6 
6 

3 
BC 
BC 
6B 

1 

-1 

0 
-1 

1 

12 
12 

r3 

0 

0 

6 

12 
12 

fus 

I 

fus 

1 1 

fus 

* 
* 
* 
fus 

* 
* 

ind 

++ 
+ 

-H-

++• 

ind 

' 

-*-
--
ind 

+ 
+ 

+ 

ind 

-
-

10 
A 
A 
2D 

1 

0 

2 

0 

4 

0 

0 

4 
A 
A 
8A 

1 

0 

0 

r2 

16 
16 

0 

yl6 

0 *13 

2 

4 

8 

16 
16 

4 
A 
A 
B* fus ind 

1 : ++ 

0 I + 

1 0 : -H-

-r2 : OO 

16 fus ind 
16 

0 J o 

*5 f 0 

yl6 * 

8 fus ind 

: oo2 

: 002 

: Oo2 

16 fus ind 
16 

ir' 

2 
A 
A 
4C 

1 

0 

0 
0 

4 

4 
12 
12 

li 

0 
1 

4 
12 
12 

4 
A 
A 
8C ] 

1 

0 

-2 

i2 

16 

8 
24 
24 

2-1 

i2 

1 

16 
48 
48 

4 
A 
A 

3** 

1 

0 

-2 
-i2 

16 

8 
24 
24 

** 
-i2 

1 

16 
48 
48 
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The Alternating Group Ay, and its coverings and automorphis 

i. Ordinary Characters 

2520 
p power 
p' part 
ind lA 

+ 

+ 

o 

o 
+ 

4-

+ 

4-

+ 

0 

o 

-
-
-
-
-

o2 

o2 

o2 
o2 

o2 

o2 

o2 

o2 

o2 
o2 

o2 

o2 

1 

6 

10 

10 

14 

14 

15 
21 

35 

1 
2 

4 

4 

14 

14 

20 
20 

36 

1 
3 
3 

6 

15 

15 
21 

21 

24 

24 

1 
6 
3 
2 
3 
6 

6 

6 
24 

24 

36 

24 
A 
A 
2A 

1 

2 
-2 

-2 

2 

2 

-1 

1 

-1 

4 

0 

0 

0 
0 

0 

0 
0 

2 
6 
6 

2 

-1 

3 
1 

-3 

0 

0 

4 
12 
12 

0 

0 

0 

0 

0 

36 
A 
A 
3A 

1 

3 
1 

1 
2 

-1 

3 

-3 
-1 

3 
6 

-2 

-2 

2 

2 

-4 

2 

0 

3 

0 

0 

0 

0 

0 

0 

0 

3 
6 

0 

0 

0 
0 

0 

9 
A 
A 
3B 

1 

0 

1 

1 
-1 

2 

0 

0 

-1 

3 
6 

1 

1 
-1 

-1 

-1 
2 

0 

3 

0 

0 

0 

0 

0 

0 

0 

3 
6 

0 

0 

0 
0 

0 

4 
A 
A 
4A 

1 

0 

0 

0 

0 

0 

-1 
-1 

1 
8 
8 

0 

0 
r2 

-r2 

0 

0 
0 

4 
12 
12 

0 

-1 

1 

-1 

1 

0 

0 

8 
24 
24 
8 
24 
24 
r2 

-r2 

0 
0 

0 

5 
A 
A 
5A 

1 

1 

0 

0 

-1 

-1 

0 

1 

0 
5 
10 

-1 

-1 

-1 
-1 

0 

0 

1 

5 
15 
15 

1 

0 

0 

1 

1. 

-1 

-1 

5 
30 
15 
10 
15 
30 

1 

1 
-1 

-1 

1 

12 
A 
A 
6A 

1 

-1 

1 
1 

2 

-1 

-1 

1 

-1 
12 

0 

0 

0 
0 

0 

0 
0 

6 
6 
6 

2 

2 

0 

-2 

0 

0 

0 

12 
12 
12 

0 

0 

0 
0 

0 

7 
A 
A 
7A 

1 
-1 

b? 

** 
0 

0 

1 

0 

0 

7 
14 

-b7 
• • 

0 
0 

-1 
-1 
1 

7 
21 
21 

-1 
1 

1 

0 

0 

b7 
•* 

7 
42 
21 
14 
21 
42 

-1 

-1 

b7 
* • 

1 

7 
A 
A 

B** 

1 

-1 
* • 

b7 

0 

0 

1 

0 

0 

7 
14 

** 
-b7 
0 
0 

-1 
-1 

1 

7 
21 
21 

-1 

1 

1 

0 

0 
* • 

b7 

7 
42 
21 
14 
21 
42 

-1 

-1 

b7 

1 

fus 

T 
i 

I 
I 

• 

* 
* 
* 
* 

1 

I 
I 
* 

ind 

-H-

-H-

+ 

-H-

-H-

++ 

-H-

++ 

-

-

— 
— 
" 

+ 

+ 

+ 

+ 
4-

+2 

o2 

-2 

~ 

L20 
A 
A 
2B 

1 

4 

0 

6 

4 

5 

1 

5 
2 

0 

0 

0 

0 
0 

2 

2 

24 
A 
A 
2C 

1 

0 
0 

2 

0 

-3 

-3 
1 

4 

0 

0 

0 

0 
0 

2 

4 

12 
A 
A 
4B 

1 

2 

0 

0 

-2 

1 

-1 

-1 
8 

0 

0 

0 

0 

0 

4 

8 

6 
AB 
AB 
6B 

1 
1 

0 

0 

1 

-1 

1 

-1 

6 

0 

0 

0 

0 
0 

6 

6 

3 
BC 
BC 
6B 

1 

0 
0 

-1 

0 

0 

0 

1 

12 
12 

0 

0 

r3 
0 
0 

6 

12 
12 

5 
AB 
AB 
lOA 

1 

-1 
0 

1 

-1 

0 

1 

0 

10 
10 

0 

0 

0 

0 

r5 

10 

10 
10 

6 
AB 
AB 
12A 

1 
-1 

0 

0 

1 

L 

-1 

-1 

24 
24 

0 

0 

0 
r6 

0 

12 

24 
24 
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ii. Representations over IF̂  

Representation type: tame 

Decomposition Matrix 

1 

15 

21 

35 

14 

6 

10 

10 

14 

Trip 

I 

1 

1 

1 

1 

0 

l e ^ 

14 

0 

1 

0 

1 

1 

Dver 

20 

0 

0 

1 

1 

0 

^1 

0 

0 

1 

1 

^2 

0 

1 

0 

1 

6 

1 

1 

1 

1 

Cartan Matrix 

I 

14 

20 

^1 

^2 

6 

I 

4 

2 

2 

14 

2 

3 

1 

20 

3 

1 

2 

^1 

2 

1 

2 

^2 

1 

2 

2 

6 

2 

2 

4 J 

6 15 24. 24, 15 24. 24o 

6 

15 

15 

21 

21 

24 

24 

1 

0 

0 

1 

1 

0 

1 

1 

1 

1 

1 

1 I 
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Atom Table and Representation Table for A(Ay,Cyc) over IF̂  

2520 
p power 

ind lA 

+ 1 

o 4 

o 4 

+ 6 

+ 14 

- 20 

0 

0 

0 

0 

2520 
p power 

lA 

72 

24 

24 

40 

64 

56 

100 

20 

50 

86 

36 
A 
3A 

1 

-2 

-2 

3 

2 

-4 

0 

0 

0 

0 

36 
A 
3A 

0 

0 

0 

4 

4 

-4 

4 

2 

2 

2 

9 
A 
3B 

1 

1 

1 

0 

-1 

-1 

0 

0 

0 

0 

9 
A 
3B 

0 

3 

3 

4 

-2 

-1 

-2 

2 

-1 

-1 

5 
A 
5A 

1 

-1 

-1 

1 

-1 

0 

0 

0 

0 

0 

5 
A 
5A 

2 

-1 

-1 

0 

-1 

1 

0 

0 

0 

1 

7 
A 

7A 

1 

-b7 
** 

-1 

0 

-1 

0 

0 

0 

0 

7 
A 
7A 

2 

b7 
-k-k 

-2 

1 

0 

2 

-1 

1 

2 

7 
A 

B** 

1 
** 

-b7 

-1 

0 

-1 

0 

0 

0 

0 

7 
A 

B** 

2 
•k-k 

b7 

-2 

1 

0 

2 

-1 

1 

2 

Projective Indecomposable Modules 

-24 
A 
2A 

1 

0 

0 

2 

2 

0 

-2 

-4 

0 

0 

-24 
A 
2A 

0 

0 

0 

0 

0 

0 

4 

4 

2 

2 

for 

-8 
A 

4A1 

1 

0 

0 

0 

0 

0 

2 

0 

-2 

-2 

-8 
A 

4A1 

0 

0 

0 

0 

0 

0 

0 

0 

2 

2 

8 
A 

4A2 

1 

0 

0 

0 

0 

0 

0 

0 

2 

-2 

8 
A 

4A2 

0 

0 

0 

0 

0 

0 

0 

0 

2 

-2 

Aj over F2 

-12 
AA 

6A 

1 

0 

0 

-1 

2 

0 

-2 

2 

0 

0 

-12 
AA 
6A 

0 

0 

0 

0 

0 

0 

4 

-2 

2 

2 

.14. 

14 

I 

20 

20 

I 

14 

14 20 

14 
/ 

20 

I 

14 

I 

20 

6 6 

42 4, 

6 

4̂  

6 

4o 

4, 42 
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iii. Representations over F^ 

Representation type: wild 

Decomposition Matrix 

I IOT lOo 13 6 15 

Cartan Matrix 

1 

10 

10 

14 

14 

35 

6 

15 

21 

1 

0 

0 

1 

1 

2 

0 

1 

0 

0 

0 

1 

0 

0 

1 

0 

0 

1 

0 

0 

0 

1 

1 

1 

1 

0 

1 

0 

1 

1 

I 

10^ 

10^ 

13 

6 

15 

I 

7 

2 

2 

4 

10, 

2 

2 

1 

1 

IO2 

2 

1 

2 

1 

13 

4 

1 

1 

3 

6 

2 

1 

15 

1 

2 

Projective Indecomposable Modules for Ay over F^ 

10-, lOn 13 

10;L 1̂ 2 ^^ ^^ 

I I I I I 

10, IO2 13 13 

IO2 13 
I 

10-, 

10, 13 

I 

lOo 

I I 

10, IO2 13 

I I 

13 

6 

15 

6 

15 

6 

15 
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The Linear Group ^2(2), and its coverings and automorphisms 

i. Ordinary 

168 
p power 
p' part 
ind lA 

+ 
0 

0 

+ 

+ 

+ 

ind 

0 

0 

-

-
-

ii. 

1 

3 

3 

6 

7 

8 

1 
2 

4 

4 

6 

6 

8 

8 
A 
A 
2A 

1 

-1 

-1 

2 

-1 

0 

4 

0 

0 

0 

0 

0 

Characters 

3 
A 
A 
3A 

1 

0 

0 

0 

1 

-1 

3 
6 

1 

1 

0 

0 

-1 

4 
A 
A 
4A 

1 

1 

1 

0 

-1 

0 

8 
8 

0 

0 

r2 

-r2 

0 

7 
A 
A 
7A 

1 

b7 
•k-k 

-1 

0 

1 

7 
14 

-b7 
** 

-1 

-1 

1 

Representations over 

7 
A 
A 

1 
-k-k 

hi 
-1 

0 

1 

7 
14 
** 

-b7 

-1 

-1 

1 

!2 

fus 

t 1 

fus 

T 1 

ind 

-H-

+ 

++• 

-H-

-H-

ind 

-

--

--

— 

6 
A 
A 
2B 

1 

0 

0 

1 

2 

4 

0 

0 

0 

0 

3 
AB 
AB 
6A 

1 

0 

0 

1 

-1 

12 
12 

0 

0 

0 

r3 

4 
A 
A 
8A 

1 

0 

r2 

-1 

0 

16 
16 

0 

yl6 

*5 

0 

4 
A 
A 
B* 

1 

0 

-r2 

-1 

0 

16 
16 

0 

*3 

yl6 

0 

Representation type: tame 

Decomposition Matrix Cartan Matrix 

1 

3 

3 

6 

7 

8 

1 

0 

0 

0 

1 

0 

1 

0 

1 

1 

0 

0 

1 

1 

1 

I 3;L ^2 ^ 

I I 2 1 1 

3^ 1 3 2 

32 1 2 3 

8 1 
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Atom Table and Representation Table for A(L«(2),Cyc) over ^2 

168 
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Atom Table and R e p r e s e n t a t i o n Table for A(2 :Lo(2),Cyc) over IF2 
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The Sporadic Group M-,̂  

i. Ordinary Characters 
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Atom Table and Representation Table for A(M-,-j ,Cyc) over IF2 
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Projective Indecomposable Modules for M-,-, over F2 
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